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Figure 1: In video composition retargeting, graphical assets placed on video are updated temporally and spatially to match a new

video. Left: The source and target videos are two recordings of similar performances, which are characterized by their transcripts

and body poses (used to identify face and torso bounding boxes). Upper right: A user adds graphics to the source video at specific

times to emphasize their speech and chooses locations that are aesthetically pleasing. Lower right: When the composition is

automatically retargeted to the target video, the timing of graphics is updated based on transcript correspondence, and the

location is updated based on optimization with respect to the body poses.

Abstract

Video editors often record multiple versions of a performance with
minor differences. When they add graphics atop one video, they
may wish to transfer those assets to another recording, but differ-
ences in performance, wordings, and timings can cause assets to
no longer be aligned with the video content. Fixing this is a time-
consuming, manual task. We present a technique which preserves
the temporal and spatial alignment of the original composition
when automatically retargeting speech-driven video compositions.
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It can transfer graphics between both similar and dissimilar perfor-
mances, including those varying in speech and gesture. We use a
large language model for transcript-based temporal alignment and
integer programming for spatial alignment. Results from retargeting
between 51 pairs of performances show that we achieve a temporal
alignment success rate of 90% compared to hand-generated ground
truth compositions. We demonstrate challenging scenarios, retar-
geting video compositions across different people, aspect ratios,
and languages.
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1 Introduction

Digital video editing is a multi-stage process. For many scripted
videos, a video creator records an actor’s performance, possibly mul-
tiple times to get the best recording. These different performances
can capture different phrasings, pacings, gestures, and vocal and
visual performance qualities. Once the creator has recorded a good
version of their video, they may add additional effects, such as
graphical overlays. These overlays are often images and text that
illustrate or emphasize the performance, which therefore need to be
aligned both temporally and spatially with the content. For exam-
ple, when an actor describes lemon pie, an image of that object may
appear above their hand gesture (Fig. 1). After carefully placing
assets, the creator exports this single, final video composition (i.e.,
video with these overlays).

The linear process of creating a video composition makes it
difficult to go back and make changes to the underlying video
without having to redo the work of aligning graphical overlays with
the performance. In practice, there are many reasons a video creator
would want to substitute a different performance recording. For
example, they may not be able to fully determine a performance’s
quality until seeing it in the full composition. They may discover
that they should use a different performance or adjust performance
cues and re-record the video with the actor. In other cases, they may
want to produce multiple versions of the final video. These could be
similar video compositions with different performers, possibly even
in different languages for different target markets. They may also
need to produce multiple video formats (i.e., vertical, horizontal,
square) to target different social media channels. Performing any of
these edits would require significant time and effort with current
digital video editing tools.

We present VidSTR, a video editing tool that supports automatic
video composition retargeting, the act of transferring graphical
overlays from one video to another, while maintaining temporal
and spatial alignment with respect to the video content. To our
knowledge, moving such edits between different video takes auto-
matically has not been done before. VidSTR can adapt the timing of
overlays to non-uniform changes in the performer’s speed, while
also being robust to differences in the precise speech and gestures
performed. We can also adapt the spatial placement of overlays to
avoid overlapping the performer as they move to different positions
at different times throughout a new video.

We focus on videos in which a single performer gives a speech-
centric performance, such as a vlog, video podcast, lecture, or pre-
sentation. VidSTR uses a large language model (LLM) for transcript-
based temporal alignment and integer linear programming for spa-
tial alignment. To evaluate our algorithm, we measure the error
rates for temporal and spatial alignment of transferred graphics
to videos with hand-generated ground truth compositions, and
show that we achieve error rates significantly lower than baseline
approaches, saving time and effort for the video editors.

The main contribution of our work is our algorithm for retar-
geting video compositions. We implement it in VidSTR through a
simple video editing GUI, which we use to demonstrate different
applications of the technique, such as retargeting between simi-
lar videos (different takes of the same actor performing the same
script), dissimilar videos (the same actor performing variations of
the script), across different actors performing the same script, across
different aspect ratios (e.g., landscape to portrait), and across differ-
ent languages (e.g., a source video in English and a target video in
Brazilian Portuguese). The result is a system that can save video
creators significant time and effort while enabling new workflows
for video editing.

2 Related Work

Our work builds upon prior work on supporting video editing, time
aligning visual assets, and automatic layout. We apply and extend
ideas from these three areas to the specific challenges that arise in
retargeting video compositions.

2.1 Video editing tools

Many computational tools have been developed for using different
modalities to assist with specific parts of the video editing pro-
cess. Recently, tools have explored the use of natural language for
video editing. For example, LAVE uses a LLM-powered agent to
provide natural language directions for several common video edit-
ing steps, such as brainstorming and storyboarding as well as clip
trimming [59]. ExpressEdit provides a natural language and sketch-
based interface for specifying edits for informational videos [53].
Tools that focus on the early stages of video editing include Reel-
Framer, which uses an LLM to translate print news articles into
storyboards for short social media videos [61] and ChunkyEdit,
which uses LLMs and topic modeling to automatically group inter-
view video clips thematically for pre-editing [34]. More broadly,
computational video editing has been applied to various genres
of video, such as first person narrative videos [2], 360-degree con-
versational videos [54], tutorials [12, 56], and informational videos
from websites [11, 13]. Prior work has focused on automating the
assembly of scripted dialogue-based scenes using a probabilistic
editing model to select among repeated takes [33] and of narrated
videos using audio-aligned transcripts and spoken annotations [55].
Other prior work has focused on the selection of b-roll videos [24]
and other visual assets to display during spoken narration for infor-
mational videos [35], travel podcasts [64], live video meetings [37],
and presentations [46]. In this work we do not suggest specific
visuals or edited video sequences, but rather we realign the user’s
chosen assets to new performances or takes.

2.2 Automatic video alignment

A variety of approaches for aligning video content via visual fea-
tures and the transcript have been explored. VideoSnapping auto-
matically temporally aligns multiple videos using a graph-based
algorithm for detecting frames with similar visual features [60]. Sev-
eral tools have leveraged the alignment between the audio dialogue
in a video and its text transcript. Rubin et al. [45] extended the Penn
Forced Aligner (P2FA) [65], which uses a statistical approach to
align audio phonemes with a text transcript. Several computational
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Figure 2: Without effective retargeting, substituting a new video into a composition often yields bad results. On the left we see a

video with a user-added map that matches the content and timing of their speech. On the right a new video is substituted with

the performer in a different position. The graphical overlay now obscures the face, and the speech timing is different so the

graphic appears when a different, unrelated word is spoken. Automatic video composition retargeting addresses this problem.

video editing and review tools (e.g., [33, 42, 43, 55]), build on top of
this technology and use string edit distance to support alignment
of transcripts with small deviations across performances or mis-
matches between the audio and script. Our system extends this line
of work in finding correspondences between media content and
remapping across different performances. In addition to supporting
mappings between videos with varied pacing and slight variations
in wording, we use an LLM to find mappings between content that
varies more broadly between videos, such as when two sections of
content have their word order swapped entirely or semantically
similar words and phrases are introduced.

2.3 Auto-layout for visual content

Various domain-specific approaches have been developed for the
spatial layout of visual content. There has been a long line of work
specifically on optimizing GUI and web layouts, such as Cassowary
[6] which uses linear programs and constrained optimization deriva-
tives, and preventing overlap between UI components [66]. Notably,
GRIDS [15] uses the mixed integer linear program paradigm to
make the problem formulation of GUI layout easier to solve. More
recent work has explored how to use integer programming to trans-
fer layouts with one set of constraints to another with different
constraints [14]. Another line of work has explored using SAT
solvers to define optimal packing layouts [49] and applying the
more-general SMT solvers to UI layouts [26, 51]. Some AR tools
frame object placement as a constraint satisfaction problem [19],
while others have been built on top of existing spatial layout solvers,
such as MRTK, for placing objects within a scene subject to user-
defined constraints [40]. For video, layout guidance has come in the
form of story templates to guide capture [31] or pre-defined layout
templates to support the creation of a video from a document [10]
or desktop to mobile viewing of educational content [30]. In our
work, we apply an integer linear programming approach for laying
out visual assets on top of a video, rather than using pre-defined
templates.

Another area of prior work has sought to address the challenge
of retargeting images and videos to different aspect ratios. A classi-
cal technique for images [5] and videos [29] is seam carving, which
preserves important visual features while minimizing distortion
by removing pixels in lower energy regions of the image or frame
to achieve a target aspect ratio. Guo et al. [21] set up image re-
sizing as a constrained image mesh parameterization problem to
minimize distortion when resizing images. Other work relies on
content detection to intelligently reduce the width of the frame [48]
or eye gaze to select the different, key regions of the video to show
on different displays [25]. In our work, we instead focus on re-
targeting the assets from a video composition, deciding where to
place the assets in a way that does not occlude important parts of
a new underlying video, such as the speaker’s face. This process
performs aspect ratio retargeting when the new video has different
dimensions than the source video.

3 Video Composition Retargeting

Wedefine a “video composition” as a document in any digital editing
video tool (e.g., Adobe Premiere or CapCut), comprising a single
video with multiple graphical elements placed on top, appearing
at times and in positions that are “aligned” with the content of the
video. For example, when a performer in a video says the word
“lemon” in the phrase “lemon meringue pie,” an illustrative image
of such a pie briefly appears next to them (Fig. 1).

VidSTR primarily focuses on videos that are speech-driven and
has a single performer. There are many such types of videos on
social media today, such as vlogs, livestreams, lectures, product or
movie reviews, etc. Such video compositions are typically created
in standard, commercial digital video editing tools. If the creator
wishes to use a different underlying video (e.g., another recording of
the performer with clearer speech, fewer distractions, better timing,
etc., or even a recording of a different performer) for the compo-
sition, they must replace the original video with the new video,
which causes all of the graphical elements’ times and locations to
become misaligned in the new video because the new video’s ca-
dence and composition will be different (Fig. 2). Video composition
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Figure 3: In the VidSTR UI, the original video is displayed

in the left panel. The user adds initial graphics and adjusts

their time and position. Timeline tracks show the timing of

the graphics (taller, darker gray shapes). A second video take

is displayed in the right panel. After retargeting, the time

and position of the graphics in the second video are adjusted

based on the first video to be aligned with its performance.

The shorter gray bar on the timeline tracks show the retar-

geted asset timings.

“retargeting” is the act of adjusting the times and locations of the
graphical elements so they are well-aligned with the new video.

In order to explore video composition retargeting algorithms,
we developed VidSTR (Fig. 3). The user imports a video in the
left panel and imports graphics to place on top, using the timeline
to temporally align the graphics and the video panel to spatially
position them within the frame. Then, the user imports a second
video to the right panel, and with a single click, the graphics from
the left video are applied to the right video at the appropriate
locations and times. This saves the editor from having to manually
realign the assets in the right video, as they would typically have
to do in a standard video editing tool.

4 Algorithm

A video composition is defined as a video and a number of events
consisting of when and where graphical assets appear. Retargeting
is applying a sequence of events from one video onto another video,
updating the times and locations of those events to match the new
video. Our algorithm is composed of two distinct steps: temporal
retargeting, where the times of events are adjusted, and spatial
retargeting, where the location of events are adjusted.

The source and target videos are characterized entirely by their
transcripts and tracked body poses. These are computed once when
a video is imported into VidSTR. Our retargeting algorithm operates
only on these data and does not consider video pixels further.

4.1 Temporal Retargeting

Wehave a set of assets𝐴 = {𝑎1, . . . , 𝑎𝑛} that appear on the screen
at times 𝑡𝑖 in the source video. Our goal is to find the retargeted
times 𝑡 ′

𝑖
in the target video, i.e. when 𝑎𝑖 should appear in the target

video. We align times based on finding matching text in the source
and target video transcripts.

A standard approach for transcript alignment is dynamic time
warping [17], which addresses a broader problem than ours. It must

find alignments for every single word, and is more constrained
than our problem, as all words must appear in the same order.
Neither applies in our case because we only need to find sparse
correspondences for words around graphical events, and they may
be ordered differently. If a performance differs enough, the same
precise words may not even appear, replaced with semantically
similar words. Dynamic time warping and other edit distance based
approaches can fail in this common scenario because they rely on
having more similar words and syntax. Therefore, we use a large
language model (LLM) for alignment.

First, we compute transcripts for the source and target videos,
and provide them in full to the LLM as TRANSCRIPT_OLD and
TRANSCRIPT_NEW respectively. For each asset 𝑎𝑖 we find the
closest spoken word <𝑤𝑖>, which is offset from 𝑎𝑖 by 𝑜𝑖 = 𝑡𝑖 − 𝑡𝑤𝑖

,
and its containing phrase <𝑝𝑖> before prompting the LLM with
“In TRANSCRIPT_OLD, I have an asset <𝑖> that appears on the word
<𝑤𝑖> in the phrase <𝑝𝑖>” for all 𝑖 sequentially. The assets 𝑎𝑖 should
be sorted by their appearance time against TRANSCRIPT_OLD.
Then we prompt the LLM to find matches by content similarity:
“Please tell me on which word in TRANSCRIPT_NEW should the asset
<𝑖> appear in the new video take, considering the context of where it
came from, and the exact phrase it is located in” for all 𝑖 sequentially.
Finally we further prompt the LLM to post-process its output so
we can perform reliable, unambiguous string matching against the
raw TRANSCRIPT_NEW to find the final correspondences:

Make sure the phrases are at least six words long. Make
sure the phrases contain their respective found words
so we can find them with string matching in the future.
If two identical words appear at different places in the
same phrase, please crop the first word’s phrase from
the end and crop the second word’s phrase from the start
so we can differentiate them later.

We set the LLM temperature relatively low, to 𝑇 = 0.2, in order
to achieve more consistent results. After prompting, it returns a
set of new words 𝑤 ′

𝑖
and phrases 𝑝′

𝑖
. We match 𝑝′

𝑖
with TRAN-

SCRIPT_NEW to find the unique aligned word 𝑤 ′
𝑖
and its times-

tamp. The final predicted time of the retargeted asset is 𝑡 ′
𝑖
= 𝑡 ′

𝑤′
𝑖

+𝑜𝑖 .
Repeating for all 𝑖 yields the new times of all assets in the target
video, {𝑡 ′

𝑖
}𝑛
𝑖=1, which is the output of the temporal alignment step.

4.2 Spatial Retargeting

Spatial retargeting is necessary when the underlying visual con-
tent of the video changes, namely when regions of interest (ROI)
move and avoiding occlusion of these ROIs is desired. We now de-
scribe an algorithm to compute new positions (𝑥𝑎, 𝑦𝑎) of the assets
𝑎 ∈ 𝐴. We define the regions of interest as the bounding boxes of the
face and torso from the body tracking data. For each dynamic ROI,
we compute the mean bounding box across all on-screen frames.
We also compute the static bounding box for each asset that may
need repositioning. Our system supports static assets that do not
move or change size (unlike the ROIs which do move and change
in size).

Our primary goal when repositioning assets is to preserve as
many of the placement decisions from the user while preventing
overlap between different assets and between assets and certain
underlying parts of the video. An asset 𝑎 requires repositioning if in
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Hello! Today, we'll be guiding you through 
the process of baking an apple pie. For the 
dry ingredients, you'll need 2 pie crusts, 1 
cup of sugar, 2 teaspoons of �our, 1/4 
teaspoon of nutmeg, and 1/2 teaspoon of 
cinnamon. For the wet ingredients, you'll 
require 6 to 8 large tart apples and 2 
tablespoons of butter...

Welcome! Today you will learn to bake an 
apple pie. Dry ingredients you will need 
are 2 pie pastries, 1 cup sugar, 2 teaspoons 
�our, 1/4 teaspoon nutmeg, and 1/2 
teaspoon cinnamon. Wet ingredients you 
will need are 6 - 8 large tart apples, and 2 
tablespoons butter...

Source Video Transcript Target Video Transcript

Large Language Model

Learn “...Welcome! Today you will 
learn to bake...”

Cinnamon “...nutmeg, and 1/2 teaspoon 
cinnamon. Wet ingredients...”

Keyword near
asset appearance

Phrase for asset 
content context

Guiding “...Hello! Today we’ll be guiding 
you through...”

Cinnamon “... and 1/2 teaspoon of 
cinnamon. For the...”

Matched keyword for 
asset appearance

Context phrase located 
in new transcript

1
2

3
4

Figure 4: Temporal alignment with GPT occurs in four stages. (1) For each asset that appears in the video, we identify the

closest lexical word and the phrase location. For example, here assets appear at the words “learn” and “cinnamon.” The offset

time between the word and asset appearance is also computed using the transcript. (2) The source video transcript and target

video transcript are first provided to the LLM. The input word-phrase pairs we obtained are given to the LLM second, sorted

by order of appearance in the source video transcript. (3) We prompt the LLM to find the corresponding words and their

surrounding phrases in the target video’s transcript, giving us output word-phrase pairs. (4) The output word-phrase pairs are

used to perform string matching to find the matched lexical word in the target video transcript. The matched word’s timestamp

recombined with the offset gives the predicted time an asset should appear in the new video.

the target video it intersects any ROI. However, if the source video’s
composition originally had an overlap, we assume that the user
was intentional about this decision and leave it as-is. Video editors
employ compositional techniques when arranging visual elements
to communicate their vision effectively—whether it be drawing
emphasis to the subject, establishing depth, or guiding a viewer’s
attention [3]. Classical approaches to this in video editing, such as
the rule-of-thirds, triangle system, straight-line, and lower-third
arrangements [3, 18, 28, 52] are derived from geometric relations
that can be captured through ratios between objects in the video
and the video frame. We translate these common practices into the
rules below to relocate assets.

(1) If 𝑎 requires repositioning, attempt mirroring it across the
y-axis while preserving its ratio of distance to screen-edge
over distance to torso-edge, i.e. the ratio of spacing between
its two sides.

(2) If 𝑎 still requires repositioning, attempt aligning it to the left
and right edges of the screen with padding.

(3) If 𝑎 still requires repositioning, center it and...
(a) ...if 𝑎 is text insert breaks to get lines with similar length.
(b) ...otherwise scale its position to the corresponding width

or height of the target video.

We arrive at (1) to preserve these “ratio decisions” using mirroring
as a potential solution and included (2) and (3) to fall back on
safe, standard positions [8, 16] when (1) doesn’t work out. These
heuristics alone workwell for individual assets, but they are difficult

to apply when considering multiple assets that are simultaneously
visible. Therefore, we apply the geometric rules independently
to each asset 𝑎 with output target positions (𝑥 ′𝑎, 𝑦′𝑎) which may
overlap one another (Fig. 5) and fix this through a mixed-integer
linear program (MILP) to resolve conflicts and generate the final
layout.

Linear programming and related approaches have a long history
in automatic UI layout [6, 15, 22]. Mixed integer linear programs can
guarantee constraints, such as non-overlap between assets, are met
while also maximizing an objective, such as similarity to the initial
layout. We solve for the optimal set of 𝑥𝑎, 𝑦𝑎 top-left coordinates of
each asset in a composition. Binary decision variables Π𝑖 𝑗 and Γ𝑖 𝑗
are defined to prevent overlap between two assets 𝑎𝑖 and 𝑎 𝑗 with
a constrained approach standard in the MILP literature [15, 22].
ROI bounding boxes (i.e., the actor’s body) are considered as assets
in this process except their positions are fixed. To incorporate the
proposed locations from rule-based repositioning, we define align-
ments to (𝑥 ′𝑎, 𝑦′𝑎) through 𝑡𝑎𝑥 , 𝑡𝑎𝑦 , which are auxiliary bounding
variables [7] on each (𝑥𝑎, 𝑦𝑎). Finally, we employ a visual weight
term and padding constraints to favor more plausible layouts and
better constrain the problem. Especially in vertical videos, this dis-
courages placement of large assets near the top of a frame which
can look awkward, following the principle of visual weight where
larger objects should be placed lower in a design [4]. The corre-
sponding cost terms create the objective function to minimize. An
overview of our MILP is presented below, and the full version is
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(1) Source Video Layout (2) New Take Added, Con�icts (3) Geometric Rules Applied (4) MILP Resolves Con�icts

Source Video Target Video

Ex
am

pl
e 

1
Ex

am
pl

e 
2

Figure 5: Spatial retargeting occurs in four stages, shown here for two different videos, on the top in a landscape orientation,

and on the bottom in a portrait orientation. (1) We start with the layout composed by the user in the original source video. (2)

We directly apply this layout to the target video at the retargeted time. This causes unwanted overlaps and even off-screen

clipping when the aspect ratio changes. (3) We apply geometric rules such as mirroring along the torso, preserving margin

ratios, and bounding to the screen. This fixes the majority of issues except overlaps. (4) We solve a mixed-integer linear program

(MILP) to resolve these overlap conflicts. Assets outlined in green have no issues, and assets outlined in red have conflicts. The

actor’s head and torso bounding boxes are drawn in teal.

presented in Appendix B.

min 𝑐non-overlap + 𝑐alignments + 𝑐visual weight
subject to Π𝑖 𝑗 , Γ𝑖 𝑗 non-overlap constraints

𝑡𝑎𝑥 , 𝑡𝑎𝑦 alignment constraints
𝑝 padding constraints
ROI fixed constraints

The benefit of using MILPs is the separation of satisfying con-
straints and minimizing cost terms. However, it is possible that no
spatial layout satisfies the constraints (e.g., an asset must overlap
the performer to stay within the video bounds) and the MILP is
infeasible. In that case, we iteratively remove constraints for ROIs
to “relax” the problem until it is satisfiable. We schedule removing
constraints by taking out overlapping with the torso first, overlap-
ping with the face second, and then overlapping with other assets
and going off-screen. The final satisfying layout yields the asset
positions {𝑥𝑎, 𝑦𝑎}𝑛𝑎=1, which is the output of the spatial retargeting
step.

5 Technical Evaluation

We perform a technical evaluation to help characterize the effects of
our retargeting algorithm. We evaluate this algorithm with a num-
ber of quantitative measures against hand-annotated ground-truth

data. We consider two use cases for evaluation: retargeting between
“similar videos” and retargeting between “dissimilar” videos. We
define similar videos as recordings of the same performance, where
the actor is refining the cadence and speech (e.g., removing pauses
or stutters), while dissimilar videos are recordings of a performance
that is being improved iteratively (e.g., changing the words for
better communication).

5.1 Implementation

VidSTR is implemented as a Typescript application running in
Google Chrome, backed by a Python Flask server. We use the
Speechmatics API [1] to obtain transcripts of the actors’ speak-
ing. We use OpenAI’s GPT-4o API [41] for a large language model
and a body pose tracker comparable to Google’s Mediapipe [20]
for pose tracking. We use the open-source HiGHS library [23] to
solve mixed integer linear programs. Our videos were all filmed in
either 1920 × 1080 (horizontal) or 1080 × 1920 (vertical) resolution
on an iPhone 12 Mini. We ran VidSTR on an Apple M1 MacBook
Pro. Transcription takes ∼1 minute per minute of video and pose
tracking takes ∼2 minutes per minute of video. Running the en-
tire algorithm, combining both temporal and spatial retargeting,
takes on average 5 seconds total for our test compositions with the
majority of time spent on the GPT-4o call.
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Figure 6: On the left (a), we plot the CDFs of temporal alignment performance between similar videos for our retargeting

approach (labeled “Retarget”) and three baselines (labeled “None”, “Scaled”, and “DTW”) on a time horizon of two seconds. The

grey dashed line represents a 500ms threshold. 90% of “Retarget” is within this threshold compared to 23% for “None”, 31%

for “Scaled”, and 84% for “DTW”. On the right (b), we similarly plot the CDFs of temporal alignment performance but with

dissimilar performances. 88% of “Retarget” is within the 500ms threshold compared to 22% for “None”, 35% for “Scaled”, and

83% for “DTW”. In both scenarios, retargeting greatly outperforms the no-change and scaling baselines and is comparable to

the DTW baseline.

5.2 Procedure

We recorded a total of 66 videos distributed evenly across six differ-
ent scripts with 11 people (8 male, 2 female, 1 non-binary) recruited
through snowball sampling. The duration of each video is approxi-
mately one minute (𝜇=67.4 secs, 𝜎=11.2 secs). Actors were asked
to take on the persona of a content creator before video recording.
Actors were also encouraged to loosely follow the transcript and to
vary both the spoken and gestural cadence of their performances.
The scripts were excerpted and modified from public domain text
and an informal interview. Their topics, listed below, are intended
to span a variety of video genres and content creation applications:
[T1] Wikipedia article about lemons [63] (infotainment)
[T2] Alice in Wonderland by C.S. Lewis (video essay)
[T3] Review about 3 Boston bakeries (vlog)
[T4] How to bake apple pie [62] (instructional)
[T5] “Birches” by Robert Frost (lyric and performance)
[T6] Churchill’s “We Shall Fight on the Beaches” (interview)
These transcripts are included in the supplementary materials.

For T1, T3, and T4, the videos were recorded in sets of three: two
where participants followed the same transcript (“similar” videos
from doing a video retake) and one where participants followed a
reworded transcript (“dissimilar” videos from iterating on a perfor-
mance). For T2, T5, and T6, the videos were recorded with the same
respective transcripts. 3 takes of T5 and 3 takes of T6 were removed
from the dataset due to the body tracking library failure. For similar
videos pairs, we use take 1→ take 2 for all transcripts and take 2
→ take 3 for T2/T5/T6 giving us a total of 29 pairs of videos. For
dissimilar video pairs, we use take 1→ take 3 and take 2→ take
3 for T1/T3/T4 giving us a total of 22 pairs of videos. On average,
creating the original composition took about 20 minutes for each
pair. Manually retargeting them to the new corresponding video
(for a ground truth comparison) then took about 15 minutes per
pair. To contrast, using VidSTR’s automatic, algorithmic retargeting
takes less than 5 seconds per pair as described in section 5.1.

Each of the six transcripts is associated with a collection of 15
assets including text and graphics. The corresponding collections
are consistently edited onto each video by hand, and we use these
asset timings and positions as ground truth for our evaluation. The
paper author(s) performed the edits and validated against two other
individuals who re-created a subset of the edits. We computed inter-
rater reliability with Krippendorff’s alpha (bin size = 1 second) at
𝛼 = 0.62, which suggests relative agreement. The ground truth edits
follow a video editing style common on social media and content
platforms—such as YouTube, Instagram, and TikTok—where ap-
pearance of text and graphics matches the timing of ideas discussed
in the video. Therefore, for similar videos we have 29 × 15 = 435
total retargetings to compute, and for dissimilar videos we have
22 × 15 = 330 total retargetings to compute.

For each video pair, we run our algorithm using the ground
truth graphics of the source video as an input composition to be
retargeted onto the targeted video, which are then compared to the
ground truth graphics of the target video.

5.3 Temporal Alignment Results

To quantify temporal alignment results, we compare the absolute
difference between an asset’s retargeted time and ground truth time
(labeled “Retarget”).We compare VidSTR’s retargeting performance
against three baselines. For the first baseline, we apply the source
video’s ground truth times to the target video, which is the current
behavior of most commercial video editing tools (labeled “None”).
For the second baseline, we naively scale the source video’s ground
truth by the ratio between the source and target video lengths
(labeled “Scaled”). For the third baseline, we employ dynamic time
warping (DTW) to find a transcript-to-transcript alignment that
maps the source video’s ground truth times to the target video
(labeled “DTW”).While dynamic timewarping is a standardmethod
for time series and sequence alignment [36, 38, 47], no prior work
has specifically focused on transcript-to-transcript alignment so we
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adapt the algorithm ourselves by building the cost matrix based on
word matches. The aggregate deviations of these three approaches
are plotted in Fig. 6 as cumulative distributions (CDFs).

For “Retarget”, the overall mean deviation from ground truth is
𝜇 = 295ms with a standard deviation of 𝜎 = 477ms. For the “None”
baseline, the mean deviation is 𝜇 = 2181ms with a standard devia-
tion of 𝜎 = 2410ms; for the “Scaled” baseline, the mean deviation
is 𝜇 = 1190ms with a standard deviation of 𝜎 = 1224ms; and for
“DTW”, the mean deviation is 𝜇 = 288ms with a standard deviation
of 𝜎 = 340ms. The aggregate results show that LLM and DTW retar-
geting perform similarly and improve over the no-intervention and
naive baselines. For this particular video composition retargeting
application, we are concerned with more fine-grained performance
data because even just a few poorly timed visuals can contribute
negatively to viewers’ experience of the video [50].

Analysis of the CDFs reveals that between similar videos, 90% of
“Retarget” assets are within 500ms of ground truth followed by 84%
for “DTW”, compared to “None” and “Scaled” achieving 23% and
31% respectively. As for dissimilar videos, 88% of “Retarget” assets
are within the threshold to which “DTW” achieves a close 83%,
compared to 22% and 35% for “None” and “Scaled”. Prior literature
establishes humans are sensitive to lip-syncing latency as low as
100ms [9, 27, 39, 57]. We select a looser threshold because the
semantic alignment of content is more important and less precise—
the window for a “user’s flow of thought” is around a second [39].
Nevertheless, we recognize the subjectivity of such choice, and
so we provide the CDFs to illustrate performance at shorter and
longer thresholds. We find that VidSTR temporally retargets the
vast majority of the assets in our videos within a useful margin of
error.

5.4 Robustness Compared to DTW

For both similar and dissimilar transcripts, it is somewhat surpris-
ing that the LLM and DTW methods have similar success rates
at temporal retargeting. We conducted an additional experiment
with more challenging retargeting scenarios to gain deeper insight
into their capabilities. We took transcripts T1, T3, and T4 (the tran-
scripts used for dissimilar retargeting evaluation) and generated 75
additional versions (25 per each) with ChatGPT at varying levels of
dissimilarity measured through word mover’s distance (WMD) [32].
We prompted ChatGPT to reword the transcripts while maintaining
the same semantic content. Our original dissimilar transcript pairs
have WMD between 0.3-0.4, so we generated the new versions to
be distributed throughout [0, 1] to test larger differences. We then
ran temporal retargeting between the original T1/T3/T4 transcripts
and their respective additional versions with both DTW and LLM.
Plotted in Fig. 7 are the mean deviations from the ground truth
across the levels of WMD dissimilarity.

As expected, for WMD < 0.4, both DTW and LLM consistently
achieve high quality temporal alignment. However, forWMD ≥ 0.4,
DTW frequently shows significant errors with up to 10 seconds of
mean deviation compared to LLM’s maximum of 2.5 seconds. Exam-
ination of specific error instances reveals DTW struggles when (1)
transcript changes correspond with asset order changes, when (2)
significant content between assets is added or removed, and when
(3) no common words are shared between the transcripts despite
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Figure 7: We compute the mean deviation from ground truth

when temporally retargeting between the source and addi-

tional target transcripts. This is plotted against the word

mover’s distance (WMD) between the pairs of source and

additional target transcripts. We observe that for similar

source and target transcripts with WMD < 0.4 that there is
no significant difference between using DTW and an LLM for

transcript alignment. However once the difference between

transcripts is much larger, both algorithms begin to struggle

but DTW fails much more catastrophically. The orange dots

indicate for similar transcript pairs (e.g. all of T2/T5/T6) in

our technical evaluation, WMD ≈ 0, and for dissimilar tran-

script pairs (e.g., dissimilar T1/T3/T4), WMD ≈ 0.4.
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Figure 8: We plot the CDFs of Euclidean distance of an asset’s

(𝑥,𝑦) position from the manually created ground truth to

both auotmatic retargeting and the baseline of the source

video placements. There is no significant difference glob-

ally between the two with this choice of metric, despite the

clear improvements, such those shown in Fig. 5. We argue

Euclidean distance is not a good way to evaluate spatial retar-

geting and we propose percentage overlap with ROIs instead.

containing similar semantic content. It is surprising that the LLM
performs as well as DTW in easier cases too, as DTW performs an
optimized, dense alignment between the texts while the LLM relies
on sparse semantic similarity. Ultimately, both LLMs and DTW can
be used in VidSTR for the main use case of retargeting between
pairs of similar or dissimilar transcripts. We use a LLM because it
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Figure 9: We plot the CDFs of percentage occlusion with the face and torso, separated between horizontal (top row) and vertical

(bottom row) videos. (a) For percentage face occlusion in horizontal videos, the ground truth and retargeting are able to avoid

the face entirely, while the baseline fails in ∼10% of cases. (b) For percentage face occlusion in vertical videos, retargeting is

close to matching ground truth performance, while the baseline does worse. (c) For percentage torso occlusion in horizontal

videos, retargeting is again closer to matching ground truth performance. (d) With percentage torso occlusion in vertical videos,

performance between all three methods is similarly poor due to the area restrictions of the vertical format.

further enables more challenging applications later demonstrated
in our applications.

5.5 Spatial Alignment Results

Unlike temporal alignment where good placements of assets are
easier to describe and detect, evaluating good spatial alignment
is more challenging. There can be many potential compositions
or ways to lay out the assets that are equally acceptable when re-
solving positioning conflicts. As a test, we compute the euclidean
distance of an asset from the ground truth, and find that conflicting
layouts without any intervention (labeled “baseline”) and retar-
geted layouts (labeled “retarget”) perform similarly (see Fig. 8).
However, retargeted layouts are clearly preferable to the baseline
of no intervention in many cases, as seen in Figs. 2 and 5.

The primary motivation for spatial retargeting is to avoid assets
overlapping the performer’s face and torso, which may have moved
between the two videos. Therefore, we compute the percentage
occlusion of the face and torso as the evaluation metric. Results
are separated between horizontal target videos and vertical target
videos because the constraints on composition are drastically dif-
ferent between different aspect ratios. We plot the CDFs for these
results in Fig. 9.

With regard to occlusion of the face in both horizontal and verti-
cal videos (Fig. 9a, 9b), VidSTR’s performance matches the ground
truth in being able to avoid face overlap in almost all retargetings.
The baseline, on the other hand, occludes the face approximately
10% of the time which is not acceptable. With regard to occlusion
of the torso in horizontal videos (Fig. 9c), spatial retargeting is also
able to reduce a significant percentage of torso overlap. Interest-
ingly, for vertical videos (Fig. 9d), performance in occluding the
torso is similar across baseline, retargeting, and ground truth. This
may be due to the particular constraints of vertical videos—in the
vertical format, actors take up more space with the narrower screen
width, and it can be impossible to position an asset without torso
overlap. In this case, it can be even desirable to introduce more
overlap in order to prevent the asset from running off the screen.
VidSTR allows some torso overlap with text in multi-asset compo-
sitions to preserve the original layout better and maintain some
padding within the frame.

6 Applications

VidSTR’s retargeting enables a number of different application
scenarios, which we explore here.
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(1)

(2)

(3)

Figure 10: (1) The source landscape video has two assets, one on each side of the speaker. (2) A target portrait orientation video

has the same two assets automatically re-positioned to fit the frame while avoiding the face. (3) Retargeting the vertical video

composition to a different video (which happens to also be landscape-orientation but is a different video performance than (1))

leads to a different placement of assets. Note that spatial retargeting does not find a bijective mapping, as seen in the difference

between the first and third pictures, i.e., going from horizontal to vertical and back to horizontal may not give back the starting

layout.

6.1 Aspect Ratio Retargeting

Video editors often wish to perform aspect ratio retargeting in their
projects, such as to export their video creations to different plat-
forms. Desktop viewers (e.g., YouTube, Facebook) typically require
landscape viewing while mobile viewers (e.g., Instagram, TikTok)
require portrait viewing. While our spatial retargeting algorithm
was designed to resolve overlapping conflicts between a source and
target video, the width and height of the target video are set as
arbitrary constantsW and H in the MILP. There is no restriction on
the width and height of the source video, and we find that VidSTR
retargeting between different aspect ratios generates acceptable
compositions, as seen in Fig. 10. Also, the two videos can be either
be same recording—same as modifying the source video—or they
could be totally different recordings. For instance, the user can
film a recording in landscape mode first and film a recording in
portrait mode second, and then VidSTR can seamlessly retarget
assets between these two different takes. Aspect ratio retargeting
can involve going from horizontal (landscape) to vertical (portrait)
videos or from vertical to horizontal videos. Each case has specific
considerations that can improve the final re-layout.

For instance, when changing aspect ratio from horizontal to ver-
tical videos, the amount of horizontal space around the performer
decreases substantially, or even completely if the performer now
takes up the entire frame. Large assets positioned to the left and
right of the performer have less space and overlapping the torso
can be inevitable. The video also has more vertical space to posi-
tion assets. We experimentally find that prioritizing visual weight
during spatial retargeting improves results in this scenario. VidSTR
is able to rearrange assets originally placed to the left and right
(Fig. 10.1) and stack them to the bottom right side of the target video
(Fig. 10.2). While the torso overlap is not ideal, this is an acceptable
layout compared to the alternatives.

6.2 Retargeting Between Different People

We also find that VidSTR can retarget between different people
performing the same scenes (Fig. 11). We tested video composition
retargeting with swapping performers across the same scripts and
found only a negligible drop in performance. The usage of high-
level features, such as spoken transcripts, over low-level features,
such as the audio signal, allows for greater flexibility in retargeting
across different people. An organizationmay have a diverse range of
performers they wish to appear in different versions of a production,
such as a commercial, and adding graphics to each performer’s take
would be a tedious process. With video composition retargeting, the
edited assets on one initial video can be automatically retargeted
onto all of the different performances.

6.3 Robustness Against Transcript Variations

In our technical evaluation, we considered two scenarios of retarget-
ing between similar and dissimilar pairs of video takes. To consider
similarity more generally, video pairs can have utterance-level (mi-
cro) variances with added disfluencies (e.g., “um’s”), sentence-level
variances such as rewordings and syntax changes, and outline-level
(macro) variances such as swapping the order in which content
is presented in a video. Any level of these variations can appear
during the iteration process of video creation when replacing one
video take with another. For instance, macro-level variations could
appear during the initial script refinement stage, while micro-level
variations could appear later in the process (i.e., “iterating on an
idea” versus “getting the perfect take”).

In similar takes, transcripts almost match word-for-word, and it
is no surprise that retargeting works. For dissimilar takes, however,
sentence-level variances of the spoken content described in Fig. 12
are overcome by the large language model’s semantic reasoning
abilities [44]. VidSTR is notably robust to the macro-level variations
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Source Video [T2] Target Videos [T2]

Figure 11: Retargeting between people. Left: the source video composition for transcript [T2] at 7.5 sec. Right: the target videos

with different performers that have the retargeted source video composition applied. Note that the “eyes” asset dynamically

adjusts to various plausible heights between takes while the “book” asset remains in a similar position across different

performers.
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Source Transcript

Timeline (milliseconds)

Target Transcript

“... remove the cores and slice...”

“... and remove the cores. Slice...”

“... and sprinkle with the remaining...”

“... Cover them with the rest...”

Figure 12: In this pair of videos, the two transcripts have varying wordings but similar semantics. The lexical word an asset is

tied to is bolded. At example (1), the algorithm retargets from “...remove the cores and slice...” to “...and remove the cores. Slice...”

which is a relatively straightforward case because the words mostly match. At example (2), the algorithm retargets from “...and

sprinkle with the remaining...” to “...Cover them with the rest...” which is a more difficult case because the target words and

context do not match syntactically, only semantically. The large language model can handle both alignment cases.

between takes as well, such as when we swap entire paragraphs in
the transcript, as illustrated in Fig. 13. We give the large language
model entire transcripts of the source and target videos at once, so
it reasons on the full video content stored in its context window. We
tested video composition retargeting by swapping sections of our
transcripts and found only a negligible drop in performance. The
flexibility and reliability of retargeting across different granularities
means video editors can safely edit assets onto their videos early,
knowing they can swap in new takes without hassle.

6.4 Localization: Retargeting Across Languages

Localization of video content helps cater media to different viewers
in an increasingly globalized world. For example, pre-flight safety
videos are a type of content that needs to be performed in different
languages yet have consistent edits—with a different actor for each
language. Assuming the English performance has had graphical
assets added first, the task of transferring them to the various lan-
guage performances is extremely laborious with current tools. The
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Figure 13: We present a retargeting scenario where the video content is separated into ordered sections A, B, and C in the source

video. When the target video has macro-level reordering of content, such as when entire sections A and C are swapped, VidSTR

generates correct mappings that respect the re-ordering. The large language model takes the entire transcript at once and can

reason about the semantic content at both a global (inter-paragraph) and local (inter-word) level.
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Figure 14: Localization. Left: The source video is in English, with an asset appearing with the spoken word “sugar.” Center: The

target video is in Brazilian Portuguese, with the same asset retargeted to appear with the word “açúcar,” which means sugar.

Right: Our automatic retargeting technique can find correspondences across languages with words spoken at different times.

video editor must work with a different translator for each lan-
guage to ensure assets are translated to the correct spatiotemporal
position in the new video.

We find our technique can take in a source video in English and
a target video in a foreign language and automatically perform
the retargeting without any additional modifications. We took the
transcript [T4] about baking apple pie and recruited native speakers
to perform it in Brazilian Portuguese and Italian. This experiment
produced results on-par with English-to-English retargetings. The
Speechmatics API we used auto-detects the language spoken in
an audio file and accurately transcribes the spoken, say, Brazilian
Portuguese. The GPT-4o API we used is a multilingual large lan-
guage model that can semantically reason across languages, and
no additional prompting was used. Video composition retargeting
opens the door to more easily creating multiple versions of videos
in different languages.

This application is one example of how large language models
can be used to support localization. The majority of artifacts and
prior work in this space assume English language as the de-facto
input and output, and we hope VidSTR shows the potential of large
language models to offer greater diversity in output content for
HCI systems research.

7 Qualitative Evaluation

To complement our technical evaluation, we also conducted a pre-
liminary expert review to gain qualitative feedback on VidSTR.
We recruited three video professionals (one male, two female, ages
20–25) and conducted semi-structured interviews to understand
VidSTR’s potential in real-world workflows and usage scenarios. E1
is a content creator on Instagram with over seventy million views
and has used CapCut for video editing for three years. E2 is an
animation student with three years of commercial experience and
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has used After Effects for four years. E3 is a video editor and cine-
matographer with five years of industry experience and has used
Premiere Pro for ten years. Interviews were conducted through one-
on-one sessions lasting forty-five minutes. Participants were shown
a video overview of the tool, and three retargeting video pairs (be-
tween dissimilar transcripts, aspect ratios, and persons/languages)
included in our supplemental materials before discussing results
and system functionality.

7.1 VidSTR saves video editors significant time

Our experts responded very positively overall to VidSTR as a one-
click solution to re-aligning edits when swapping out video takes.
E1, E2, and E3 all agreed that VidSTR’s outputs were helpful in the
retargeting problem and would like to see it integrated as a one-
click button into existing video editing apps. When asked about
their current workflow for retargeting, E1 shared “it’s especially
annoying when I have to reposition, re-listen to my own clips and then
move the text to what I’m saying.” For a one-minute reel, E1 said
this process takes them at least 30 minutes. E3 mentioned they “use
a lot of one button things in video editing all the time ... as a starting
place”, and they thought that VidSTR would “definitely help [with]
initial layout and getting you started.” E3 said that retargeting a
one-minute clip manually without VidSTR would take fifteen to
thirty minutes, whereas with VidSTR, it would take around five
minutes. Furthermore, participants were generally satisfiedwith the
retargeting outputs. E2 said VidSTR would be particularly useful
for productions that require “quick making of a high volume of short
form content.” E3 mentioned VidSTR works well for an “editing style
very common in social media videos,” but they would occasionally
“be worried about quality if ... the client would be very specific about
exactly where they want [key assets] in the frame,” such as a logo.
Nevertheless, all three experts agreed that VidSTR would save them
time and provide a good starting point, which could be manually
tweaked in some cases.

7.2 VidSTR alleviates the burden of strict

ordering between recording and editing in

video workflows

In their various professional backgrounds, our experts expressed
frustration over the fact that in commercial video workflows, swap-
ping out old video takes for new ones is a burden they must work
around. E2 shares that currently “when I make videos at first, I know
I’m going to be doing a lot of additional editing on top of it. So I spend
a super huge amount of time making sure that initial core video is
perfect.” E2 said that if VidSTR gives the assurance that “assets on
top could be shifted around willy nilly, then I probably would spend
less time making sure the initial take is absolutely perfect and kind of
jump into editing earlier on in the workflow.” This is important in
commercial work because “it makes that less stressful because clients
change their mind, like every two hours. And if you can, if you know
that things are more flexible on your side, that becomes less stressful.”
E1 shared similar experiences in content creation and how VidSTR
would help: “I think I wouldn’t worry about editing too much or
getting the perfect first take. Especially because when [sponsoring]
brands reach out to you and you have to get their feedback and kind
of readjust based on everything, it’d be a lot easier.” They recalled

working with one client where “they gave me feedback with certain
timestamps ... I did have to refilm and then I had to readjust every-
thing.” These scenarios are representative of the major problem
VidSTR addresses; VidSTR allows for much faster readjustment
and gives editors flexibility on when and where they want to do
editing in their workflow.

7.3 VidSTR reduces retargeting effort for

different platforms and languages

Our experts highlighted that a significant part of the video editing
workflow is spent on supporting various export destinations of
their content across viewing platforms and locales. Within their
professional work, E3 said “I have to export a lot of different versions,
but I usually have one main one that’s the longest one in horizontal.
And [for social media] then I’ll cut that into the vertical version that’s
sixty seconds.” VidSTR assists with retargeting the assets to different
aspect ratios and formats.

As for working with different languages, E3 shared that for one
project, “I actually I edited a documentary in French that I couldn’t
understand at all, but Adobe Premiere had a transcription thing, and
French is one of the languages it transcribed. So it transcribed every-
thing in French first and then I put that in Google Translate. But that
wasn’t the most accurate thing. So I also had two translators helping
me out.” E3’s experience reveals working across language requires
an intricate, suboptimal pipeline of software and translators that
can be replaced with an LLM as demonstrated in VidSTR. Andwhile
E1’s content is currently directed towards an English-speaking au-
dience, they imagined VidSTR would help if the “content required
the creator to talk in different languages or something like that, or
create different versions of kind of the same product.” E3 summed
it up with the following: “It’s always annoying when you have to
create like ten different versions of the same video or one for YouTube,
one for Instagram, one in a different language. But, if you could do
that all in one click of a button, and be super nice because then you
would just edit your one main video.”

7.4 Expert-suggested extensions for

composition retargeting in VidSTR

Throughout the semi-structured interviews, our experts asked for
various capabilities in the retargeting process related to their prac-
tice. E3 emphasized their desire to see realignment of assets aside
from graphical overlays such as audio clips and color gradings used
extensively in film: “Video is not just images. It’s a lot of audio too
and it’s often overlooked.” In VidSTR’s current form, these compo-
nents can be injected into the transcript as screenplay directions
to be processed by an LLM for temporal alignment. Meanwhile, E2
discussed the dynamic effects and transitions they employ in their
work: for instance, when an asset appears “there’s like a some sort of
wiggle effect or it swings in from the side or it fades in or something.”
VidSTR only supports static assets, so recognizing and representing
patterns of dynamism is integral to faithfully translating edits. E2
said for a fully automated tool to do this, they’d need the output to
be “at the standard quality that I’ve been making for however long
I’ve been making that content.” In the meantime when automatic
systems don’t quite reach that bar, E2 would be happy to “just go
in and just tweak it back to match.” Echoing earlier sentiments, the
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algorithm saves the editor time through a good initialization for
retargeting—it does not need to entirely replace the editor when it
comes to stylization.

8 Limitations and Future Work

In our technical evaluation, our videos were speech-centric, fea-
tured a single person, and had a static camera. Because temporal
alignment relies on a transcript, VidSTR only works with speech-
driven videos, which are a common form media content. We do
not make any assumptions about the camera motion or number
of speakers, which are handled by the body tracker and transcrip-
tion respectively. Spatial alignment assumes a single person, but
it would be straightforward to add constraints for additional per-
formers in the MILP. Since VidSTR uses the mean bounding box
for a performer’s ROI, it implicitly assumes the performer stays
relatively still in the camera frame; if this is not true, some assets
may overlap with the performer for portions of their duration.

VidSTR supports a variety of use cases rooted in video com-
position retargeting, but there are still many other directions for
additional exploration. Our algorithm is strictly limited to find a
one-to-one mapping between assets in the source and target videos.
It could be interesting to relax this requirement, adding support for
1) one-to-many mappings where an asset appears multiple times in
the target video, 2) one-to-none mappings where source video as-
sets are removed from the target video, and 3) zero-to-onemappings
which introduce new content into the target video. For example,
an LLM could recommend new assets to add to the composition.

There are further opportunities to consider expanding the results
retargeting can produce.We do not adjust the duration of an asset on
the timeline, nor to we adjust an asset’s size.We also do not consider
assets that move over time (e.g., with keyframed animation). More
fundamentally, we restrict ourselves to videos with one performer,
mostly speaking, but we could expand VidSTR to work on videos
with no on-screen performers (e.g., a nature documentary), multiple
performers (e.g., an interview), or without speech (e.g., a dance
video). These extensions could help achieve better compositions
across a broader range of content.

Finally, our algorithm provides a one-click solution to video
composition retargeting. Particularly with spatial retargeting, the
desired output composition is subjective, but our tool has no means
for a user to input stylistic preferences, beyond those that they
have made in the input composition. Incorporating user interaction
into an iterative retargeting process would increase the user effort
needed, but could yield results that better match the user’s artistic
intent across a wider variety of compositions.

While we conducted expert interviews to evaluate VidSTR’s
results and implications, we acknowledge performing user studies
in real-world scenarios would better validate the system’s effective-
ness at assisting video composition retargeting tasks. Furthermore,
future work should incorporate structured workflow studies to
comprehensively assess VidSTR’s impact and potential benefits in
video editing practices.

9 Conclusion

VidSTR demonstrates that assets can be transferred from one video
to another automatically by retargeting on temporal and spatial

dimensions, so the effort of placing assets the first time can be
leveraged for other creative endeavors. Our technical evaluation
shows that temporal retargeting using LLMs for transcript-based
alignment and spatial retargeting using mixed integer linear pro-
gramming are effective across different topics of videos and different
performers. In specific cases we found that gesture fine tuning led
to crisper alignment between a gesture and an overlaid asset.

Our technique automates one time-consuming step in video
composition creation. This enables a high-fidelity prototype to be
created earlier in the video editing process. By allowing critical
assets to be placed in videos without worry that they will all have
to be placed again each time the video is edited, VidSTR enables
a more iterative workflow for the creator who can see the compo-
sition before different versions, edits, or actors are finalized. This
can make the overall process less like a rigid “waterfall” where
each step must be completed in order before moving to the next.
Overall, the VidSTR system contributes to the broader landscape of
automated and semi-automated tools that enable new video editing
prototyping, workflows, and outputs.
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Appendix A: Considering Gestures in Temporal

Alignment

During the process of recording the video takes during our evalua-
tion and watching the output retargeted videos, we notice that a
subset of our performers used gestures to emphasize certain parts
of speech, particularly during important content where an asset
is likely to appear. An example scenario could be pointing to the
head during a “light-bulb” moment corresponding with a light-bulb
emoji. We decide to use hand gesture data to fine-tune the temporal
alignment of assets and discuss its implications after the algorithm
extension.

A.1 Algorithm Extension: Gesture Alignment

Body tracking yields per-frame positions of the head and body of
the performer in our videos. For gesture alignment, we use the hand
positions as points of interest (POI) for gesture detection. Estab-
lished algorithms such as the $Q Super-Quick Recognizer [58] are
commonly used for gesture recognition, but this class of algorithms
intentionally discards velocity data, which we found was impor-
tant for identifying hand gestures. Instead, we consider gesture
alignment to be a similar problem to transcript alignment.

We re-sample the hand position trajectory with constant arc
length and filter it with a discrete Gaussian kernel. Then, for each
trajectory sample, we tokenize the sample by converting it into one
of a discrete set of tokens based on its trajectory: S (stopped), O
(moving forward), L (turning left), R (turning right), and X (off-
screen). The statistics of the tokens are very different from those of
words, and they lack semantic meaning. We found a similar LLM-
based approach to the one we used for transcript alignment had
limited success for this problem. We instead use a voting scheme
where each token in the target video “votes” for the location of an
asset appearance based on its offset to an asset appearance in the
source video.

Because gestures are often re-used throughout a performance,
they are not as uniquely localized as speech. Therefore we do not
search for the best gesture match throughout the entire video. In-
stead we use transcript based temporal alignment first to identify
a 2 second window in which gesture alignment is performed to
refine the alignment.

A.2 Gesture Alignment Results

We observed that the majority of asset appearances in the dataset
collected for our technical evaluation did not correspond with a
major gestural movement because we did not explicitly tell partici-
pants to use gestures. In fact, several participants did not gesture at
all with their hands during their performances. However, as shown
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Figure 15:We plot the CDFs of temporal alignment computed

with and without gesture data and find no significant impact

in aggregate. While there is no improvement, there is no

meaningful degradation of performance either. Fine-tuning

with gesture data only impacts a small subset of retargeting

events, which do not show up in this large-scale analysis.

However, for cases in which actors carefully use gestures

to emphasize speech, we see a significant improvement in

alignment quality with gesture fine tuning (Fig. 16).

in Fig. 16, when the speaker does use intentional gestures, gesture
fine tuning can help time the appearance of an asset to these ges-
tures. This contributes to a “snappy” effect where the appearance
of an asset looks coordinated with a gesture. We plot the CDF of
overall deviation (all 765 retargeting events combined) from the
ground truth computed with and without the gesture fine-tuning
in Fig. 15. In aggregate, we see little effect of this fine tuning, but
it leads to better, snappier retargeting for specific performances
(Fig. 16).

Appendix B: Derivation of MILP for Spatial

Alignment

We define decision variables 𝑥𝑎, 𝑦𝑎 as the top-left coordinate of
each asset’s𝑤𝑎 × ℎ𝑎 bounding box inside theW × H video frame.
We now explain each component of the MILP outline presented in
subsection 4.2:

min 𝑐non-overlap + 𝑐alignments + 𝑐visual weight
subject to Π𝑖 𝑗 , Γ𝑖 𝑗 non-overlap constraints

𝑡𝑎𝑥 , 𝑡𝑎𝑦 alignment constraints
𝑝 padding constraints
𝑝 ROI fixed constraints

For the non-overlap problem, two rectangles that do not overlap
have a partition line on the 𝑥- and/or 𝑦-axis. We introduce binary
decision variables Π𝑖 𝑗 ∈ 0, 1 to reflect that 𝑎𝑖 is completely to the
left of 𝑎 𝑗 with padding 𝑝 through the following constraints

Π𝑖 𝑗 + Π 𝑗𝑖 ≤ 1
𝑥 𝑗 ≥ 𝑝 + 𝑥𝑖 +𝑤𝑖 +W · (Π𝑖 𝑗 − 1)
𝑥𝑖 ≥ 𝑝 + 𝑥 𝑗 +𝑤 𝑗 +W · (Π 𝑗𝑖 − 1)

http://www.acoustics08.org
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Figure 16: Gestural fine tuning: On the left, the first frame of a “Best Bakeries in Boston” graphic is retargeted onto a target

video take without gestural fine-tuning. The actor is just about to raise their hands to wave, but the graphic appears early. On

the right, the first frame of the same graphic is retargeted with gestural fine-tuning. The actor has raised their hands to wave,

and the graphic appears in coordination with the gesture. The difference between the two appearance times in this example

was ∼200ms. The gestural fine tuning helps the asset better align with the performance in this case.

To reflect that 𝑎𝑖 is completely above of 𝑎 𝑗 with padding 𝑝 , we
define 𝑦-coordinate/height variables the same way we did with
𝑥-coordinate/width variables through the following constraints:

Γ𝑖𝑗 + Γ
𝑗
𝑖
≤ 1

𝑦 𝑗 ≥ 𝑝 + 𝑦𝑖 + ℎ𝑖 + H · (Γ 𝑗
𝑖
− 1)

𝑦𝑖 ≥ 𝑝 + 𝑦 𝑗 + ℎ 𝑗 + H · (Γ𝑖𝑗 − 1)

And to guarantee a horizontal and/or vertical partition exists,
thereby preventing overlap, we bound our Π’s and Γ’s with the
constraint 1 ≤ Π𝑖 𝑗 + Π 𝑗𝑖 + Γ𝑖

𝑗
+ Γ

𝑗
𝑖
≤ 2. As mentioned in the main

paper, this approach to preventing overlap is standard in the MILP
literature [15, 22]. We add these constraints and decision variables
for every asset with every ROI, and for every pair of assets that are
simultaneously visible. However like with the geometric rules, if
two bounding boxes were originally overlapping we interpret the
user was intentional and skip adding constraints between them. We
also prevent assets from going off-screen with additional padding
around the border via constraints 𝑝 ≤ 𝑥𝑎 ≤ W −𝑤𝑎 − 𝑝 and 𝑝 ≤
𝑦𝑎 ≤ H−ℎ𝑎 −𝑝 . This approach is purely feasibility-driven as it only
enforces the existence of an arrangement where no overlap exists.
Therefore our objective function’s coefficients are 0 for all Π and Γ,
i.e. 𝑐non-overlap = 0, since cost is not needed in this construction.

Next, we minimize distance of each 𝑥𝑎, 𝑦𝑎 to the geometric rule’s
(𝑥 ′𝑎, 𝑦′𝑎) with an additional objective min |𝑥𝑎 − 𝑥 ′𝑎 | + |𝑦𝑎 − 𝑦′𝑎 | by
bounding these terms with auxiliary decision variables 𝑡𝑎𝑥 , 𝑡𝑎𝑦 with
the following setup:

min |𝑥𝑎 − 𝑥 ′𝑎 | + |𝑦𝑎 − 𝑦′𝑎 |
⇓

min 𝑡𝑎𝑥 + 𝑡𝑎𝑦

subject to 𝑥𝑎 − 𝑥 ′𝑎 ≤ 𝑡𝑎𝑥 , −𝑥𝑎 + 𝑥 ′𝑎 ≤ 𝑡𝑎𝑥

𝑦𝑎 − 𝑦′𝑎 ≤ 𝑡𝑎𝑦, −𝑦𝑎 + 𝑦′𝑎 ≤ 𝑡𝑎𝑦

Note that 𝑥 ′𝑎 and 𝑦′𝑎 are constants from the initial rule-based spatial
repositioning output. All auxiliary variables have objective function

coefficient 1 to minimize total position changed from the geometric
output step across a group of assets. Therefore 𝑐alignments =

∑
𝑎 1 ·

𝑡𝑎𝑥 +1 · 𝑡𝑎𝑦 . Combined with the prior Π and Γ constraints, the MILP
finds the layout closest to the rule-based output that has no overlap.

Finally, coefficients 𝑐𝑎𝑥 , 𝑐𝑎𝑦 on variables 𝑥𝑎 and 𝑦𝑎 dictate a
cost directly on the asset positions. We use 𝑐𝑎𝑥 = 0 and 𝑐𝑎𝑦 =

− log(𝑤𝑎 · ℎ𝑎) · 𝛼 to encourage moving larger assets towards the
bottom of the video with 𝛼 = 0.01, following the metaphor of visual
weight. Therefore, 𝑐visual weight =

∑
𝑎 − log(𝑤𝑎 · ℎ𝑎) · 𝛼 . However,

the procedure to fix a ROI to a position (𝑓𝑥 , 𝑓𝑦) is still achieved
through constraints—we convert 𝑓𝑥 = 𝑥𝑎, 𝑓𝑦 = 𝑦𝑎 equalities into
double inequalities 𝑓𝑥 ≤ 𝑥𝑎 ≤ 𝑓𝑥 and 𝑓𝑦 ≤ 𝑦𝑎 ≤ 𝑓𝑦 that can be
easily encoded into the𝐴𝑥 ≤ 𝑏 canonical LP form. In the case that a
MILP is infeasible, we relax the program by sequentially removing
categories of constraints as described in subsection 4.2.
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