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Abstract
Researchers commonly rely on contributions from either unpaid
contributors or work done by paid crowdworkers. Rarely are the
motivations of these workers and the accuracy of their contribu-
tions studied simultaneously in the wild over time. We maintain a
public system where anyone can edit an evolving tabular dataset
of Computer Science faculty profiles useful for the field of CS, and
in this work, we analyze both the accuracy of contributions and
the motivations of paid crowdworkers and unpaid contributors,
combining data from real-world edit histories and a discrete choice
experiment. The accuracy of edits made by unpaid contributors
was 1.9 times higher than that of paid crowdworkers for difficult-to-
find data and 1.5 times greater for data requiring domain-specific
expertise. Our discrete choice experiment reveals that while both
groups are motivated by common attributes describing a contribu-
tion task: pay level, estimated completion time, interest, and the
ability to help others, they make different trade-offs between these
attributes when choosing crowd contribution tasks. We provide
recommendations to build hybrid data systems that mix extrinsic
and intrinsic motivators to motivate highly accurate contributors,
whether paid or unpaid.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI);Computer supported cooperative work; • Informa-
tion systems → Crowdsourcing; Data cleaning; Asynchronous
editors; Incomplete data.
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1 Introduction
Data is rarely static. And the user’s motivation to maintain it can be
fickle. However, understanding what motivates people to contribute
to evolving data is necessary. Ensuring that evolving datasets and
information remain current requires ongoing human effort, and
motivating people to maintain and update this data is a persistent
challenge. You can pay crowdworkers or rely on peer production
systems to attract and motivate users to contribute and edit the
data. Wikipedia and citizen science projects on Zooniverse thrive
on the free contributions of everyday people. Many visitors to
public systems (often called “lurkers”) consume data without con-
tributing, leaving platforms reliant on a relatively small group of
active contributors [5]. Even Wikipedia has a difficult time main-
taining enough editors for specific articles [22, 65]. Maintaining
user engagement, accuracy, and fairness becomes more complex
as these systems scale. How can systems motivate users—both
unpaid contributors and paid crowdworkers—to provide accurate,
high-quality contributions? Both are viable options, but we rarely
design systems to cater to the motivations of both types of contrib-
utors. Understanding why people choose to contribute and what
motivates highly accurate contributions is essential for designing
equitable public systems that balance incentives, motivations, and
practical trade-offs.

This challenge is particularly pressing in systems like ours,
Drafty, a system housing a publicly editable spreadsheet of Com-
puter Science faculty profiles that we have developed and main-
tained for over 9 years. Our system has attracted over half a million
visitors. How do we develop features to attract visitors, increase
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their motivation to contribute, and engage highly accurate contrib-
utors? Our tabular dataset provides utility to the Computer Science
community. Students have used our systems’ data to find advisors,
departments to justify hiring new professors, and the NSF for study-
ing the diversity gaps among Computer Science departments [75].
It is a constant struggle to understand what motivates our every-
day unpaid contributors and how we can design both the system
and tasks to attract highly accurate contributors (both paid and
unpaid) to contribute their time, effort, and knowledge to maintain
its evolving tabular data.

Converting visitors who do not contribute to a public system (i.e.,
lurkers) into contributors is a complex, multi-faceted challenge [5].
The choice someone makes for why they visit a public data system
can differ from their choice to contribute. People contribute to
research efforts and datasets for various extrinsic and intrinsic
reasons [69, 70]. Researchers and practitioners constantly balance
task design, motivational factors, and incentive mechanisms to elicit
accurate contributions from the crowd [52]. When building systems
for crowdsourcing or peer production tasks, assessing how these
systems provide fair and equitable incentives to motivate crowd
contributions can be challenging. Multiple factors are at play, from
recruiting a large enough active user base of everyday visitors to
maintaining the software and then accounting for all real-world
events that cause your systems’ data and user preferences to evolve
over time. Calling on recent research, we want to avoid increasing
the invisible cost of labor [99] or people contributing to public
systems. We want to use quantitative methods to tease apart the
motivations for different users (paid and unpaid) to choose different
tasks to contribute their time and effort to edit public data.

Borrowing from Healthcare and Economics research, in this
paper, we design and deploy a discrete choice experiment within
our real-world system to study user motivation. A discrete choice
experiment is a quantitative method used to analyze user prefer-
ences [53]. We employ this methodology to investigate the tradeoffs
in preferences and motivations behind crowd labor. In a discrete
choice experiment, users choose between two hypothetical alter-
native scenarios. For example, as shown in Table 1, which of these
two tasks do respondents choose over the other? These tasks are
defined with the following attributes [and levels]: pay level per
hour [$0.00 vs. $12.00], time to complete [5 vs. 15 minutes], task
difficulty [hard vs. easy], and level of interest [high vs. low].

Task A Task B

Pay Level per Hour $0.00 $12.00
Time to Complete 5 minutes 15 minutes
Task Difficulty hard easy

Table 1: Which of these two tasks would you rather complete?
A simple example of a choice set featuring two hypothetical
tasks a crowd contributor could select. Choice sets are used in
a discrete choice experiment to elicit user preferences. Users
would select Task A or Task B to indicate their stated pref-
erence, weighing the attributes of the individual choices. See
Figure 1 for an actual choice set presented to participants in
our discrete choice experiment survey study within Qualtrics.

The attributes per task help us see what specific features matter
to users (e.g., pay level per hour, time to complete, task difficulty).
When participants choose one of these two hypothetical alternative
scenarios, we can compute utility scores per level (time to com-
plete [5 vs. 15 minutes]) to better understand user preference and
motivation. For example, how much more does someone prefer a
5-minute task to a 15-minute one? By exploring enough attributes
and levels that describe common crowd contribution tasks, we can
explore the trade-offs people make when selecting between differ-
ent tasks and even recommend optimized tasks for different groups
of people. Imagine knowing how to change a task to motivate a
paid crowdworker versus one that will attract an everyday visitor
to become a contributor to a public system.

Researchers, practitioners, and system builders can conduct a
discrete choice experiment with their system’s users. Then, use
these results and observations to further develop fair and equitable
rewards and incentive mechanisms within their related real-world
crowd-powered and peer production systems. Our study uses dis-
crete choice experiments to provide quantitative evidence of con-
tributor motivations. We also study these users’ real-world editing
behaviors as they interact with Drafty.

In spring 2023, everyday visitors (unpaid contributors) and paid
crowdworkers visited, made contributions to the dataset, and could
freely choose to complete a discrete choice experiment using our
real-world public data system, Drafty. Thus, we are able to directly
compare the accuracy of edits between unpaid contributors and
paid crowdworkers using the same system at the same time. Our
study’s discrete choice experiment also allows us to determine what
motivated those crowd contributors to contribute, comparing users
across different pay levels and accuracy rates. By combining real-
world editing behaviors and this discrete choice experiment, we
can answer the following research questions:

• RQ1Who makes more accurate contributions: paid crowd-
workers or unpaid contributors?

• RQ2 How do the motivations of highly accurate vs. inaccu-
rate contributors differ?

• RQ3What attributes and levels for crowd contribution tasks
universally motivate a public data system’s paid crowdwork-
ers and unpaid contributors?

• RQ4What attributes and levels for crowd contribution tasks
should be individuated per group of users (paid crowdwork-
ers vs. unpaid contributors)?

Our results study the simultaneous editing behaviors of Drafty
contributors in the wild. Our results show that unpaid contributors
are more accurate than paid crowdworkers in a direct simultaneous
comparison. Our discrete choice experiment reveals that paid crowd-
workers and unpaid contributors share some similar motivations for
selecting crowd contribution tasks. Our discrete choice experiment
results show universal motivators among paid crowdworkers and
unpaid contributors: the pay level, estimated completion time, and
a user’s perception of a crowd contribution task. However, while
pay level is most important to paid crowdworkers, the perception
of the task is most important to unpaid contributors. For example,
unpaid contributors prefer tasks they perceive as interesting, eth-
ical, and that will help others. Regardless of how much someone
might be paid for a task, we find that highly accurate contributors
(both paid and unpaid) are motivated by intrinsic factors such as
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task interest and helping others. Overall, highly accurate users,
as well as paid and unpaid users, make different trade-offs when
selecting tasks to contribute. Paid crowdworkers are motivated by
tasks where they can collaborate with AI, while unpaid contributors
prefer tasks where they can collaborate with others. Highly accu-
rate contributors tend to favor completing tasks where they own
the data they contributed, mirroring our system design and that of
Wikipedia. Overall, our results and discussion illustrate universal
factors to motivate contributors while providing recommendations
for building different system features and tasks for paid or unpaid
contributors. Thus bridging the gap between paid crowdsourcing
and peer production system designs.

2 Related Work
2.1 Eliciting Crowd Contributions
Dataset curators, also called requesters, often recruit paid crowd-
workers by posting short, repeatable micro-tasks to quickly collect
information to improve the quality of datasets [27, 52]. Histori-
cally, decomposing complex tasks into simpler ones aligns with
the idea of piecework [2]. This idea has evolved to account for
distributed "crowd" workers, both paid and unpaid, who make con-
tributions. Thus, as part of the crowd, people contribute their time
and knowledge to research efforts and maintaining public datasets
for a number of reasons, such as because their contributions match
their interests [19], they can learn something new [95], or their
contributions will help others [70].

These crowd contributions can take various forms, from com-
pleting surveys to editing data on public Google Sheets orWikipedia.
Or even people editing data on custom systems like ours. The rea-
son a user chooses to visit a public data system can differ from their
choice to contribute their labor to maintain it. People contribute to
research efforts and datasets for various extrinsic and intrinsic rea-
sons [69, 70]. This section presents an overview of recent research
on crowd-powered systems and methods to motivate and improve
the quality of crowd contributions among different populations.
We view any user-made contribution to a peer production or paid
crowdsourcing effort as a crowd contribution.

2.2 Approaches to Improve Data Quality: Paid
Crowdsourcing and Peer Production

Paying crowdworkers to edit and hopefully improve the accuracy of
crowdsourced datasets is a commonmethod among researchers [84].
Prior research includes examples of maintaining evolving data, in-
cluding crowdsourcing and peer production [1, 48, 96]. Crowdsourc-
ing researchers often find that paid crowdworkers balance pay level
per hour with the estimated time to complete tasks [58, 63]. In con-
trast, peer production researchers often attribute various intrinsic
motivators to why people spend their free time contributing to sites
like Wikipedia and other public resources [4, 51]. While Wikipedia
and WikiData are success stories of popular peer production plat-
forms, they rely on a small number of contributors to maintain
each topic [54, 85]. Attracting and retaining new contributors is
essential to their continued success. Still, insights drawn from the
experience of Wikipedia and WikiData show that it is challenging
to maintain contributors within a large popular system [3, 81], for
example:

(1) A lack of structured onboarding and low collaborationwithin
the established community repels new contributors.

(2) It is technically difficult to contribute (i.e., editors must learn
markup language).

(3) There are too many guidelines and confusing policies.
(4) Deletionists, bad actors, or bots vandalize data or quickly

revert new contributions from the community.
There are many short-term efforts to study how extrinsic and in-
trinsic motivators can increase the quantity and quality of crowd
contributions.

Paid crowdsourcing is an alternative to uncompensated peer
production, where people accept and complete small micro-tasks
for money [50]. However, in peer production, poor quality contribu-
tions often result from mixed motivation scenarios and decentral-
ized task creation [4]. Research in this area often seeks to optimize
pay levels or improve task instructions to improve the participation
and quality of paid crowdworker contributions [14, 41, 113]. How-
ever, paid crowdworkers often lack the domain-specific knowledge
required to make accurate contributions to data that are difficult
to interpret [103]. Paying crowdworkers for repeated tasks over
time is not financially feasible for many public datasets [23, 63, 92].
Other issues commonly faced in paid crowdsourcing situations in-
clude varying motivation levels and effort of crowdworkers [7, 71].
Recent research has covered the downward trend in the quality of
work from paid crowdworkers in Amazon Mechanical Turk and
their shifting motivations [31, 42, 62].

Unpaid peer production can be compared with paid crowdsourc-
ing to study the long-term benefits of reciprocity [32]. Prior work
shows that reciprocity increases when persistent and transpar-
ent reputation mechanisms are created from user behaviors and
data [4]. This incentive structure rewards positive behaviors and
applies penalties for negative ones–often providing good actors
with improved reputations and leaving bad actors with sullied ones.
These mechanisms move beyond using badges and credits used in
gamification [64]; instead, this approach leverages the desire to get
credit for doing something of value to the community. Instead of
getting a badge, you gain (or lose) credibility. An adjacent area to
peer production is Learnersourcing, where a specialized crowd of
learners is naturally motivated as part of their learning process and
make contributions in their area of knowledge [49].

Across various paid and unpaid research efforts, researchers are
trying to fine-tune task design, motivational factors, and incentive
mechanisms to generate accurate contributions from the crowd [52].
When building systems to run crowdsourcing or peer production
tasks to elicit crowd contributions, assessing how these systems pro-
vide fair and equitable incentives to motivate crowd contributions
can be challenging. As systems, tasks, and user motivations evolve,
this will always be an ongoing open research question [24, 42, 43].
Our paper investigates a range of factors that affect people’s motiva-
tion to complete crowd contribution tasks by combining a discrete
choice experiment with our system to study anonymous everyday
users and paid crowdworkers editing a public tabular dataset.

3 Method
We discuss our sequential steps to design and run a discrete choice
experiment with paid crowdworkers from Prolific and our normal
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everyday unpaid contributors within our system Drafty in the wild.
First, we reviewed the literature on what motivates paid crowd-
workers and unpaid contributors to choose crowd contribution
tasks. We created an initial set of attributes and levels to describe
crowd contribution tasks. Then, we conducted a pilot study in the
wild with paid crowdworkers and unpaid contributors from Drafty
to evaluate these attributes and levels. Then, we combined these
results by consulting the literature again to arrive at the final set of
attributes and their associated levels. We try to balance previous
literature with upcoming trends for what might motivate users. Fi-
nally, we conducted the main study in the wild. Paid crowdworkers
and unpaid contributors within Drafty freely chose to complete
the discrete choice experiment. By recruiting our system’s actual
users, we can compare what motivates them to complete crowd
contribution tasks with their actual editing behaviors and accuracy
from Drafty.

Our Institutional Review Board reviewed and approved our meth-
ods, procedures, and proposed analysis.

3.1 Study Design: Terminology for a Discrete
Choice Experiment

Discrete choice experiments are a preference elicitation tech-
nique where participants choose between two or more hypothetical
alternatives that vary systematically on multiple dimensions (see
Figure 1). Originally developed by Louviere and Woodworth for
health economics, discrete choice experiments are commonly used
in economics, health, and market research [57]. This section covers
the basic terminology and methods used in a discrete choice ex-
periment. A discrete choice experiment better resembles people’s
real-world decisions compared with other stated preference meth-
ods such as ranking or questionnaires using Likert-type scales [59].
Since discrete choice experiments are seldom used in HCI, we have
provided extensive definitions to help familiarize readers.

Choice Set is at least two hypothetical alternatives where each
alternative has the same attributes but different associated levels per
attribute. Each alternative, or choice set, has at least two attributes,
and each attribute has at least two levels. By presenting participants
with a series of choice sets, they reveal their preferences, having
compared the attributes and levels–for example, preferring higher
pay for more work over less pay for completing a shorter task. Our
study features only two hypothetical alternatives per choice set
due to our higher number of attributes.

Attributes are the independent variables that are being tested in
the discrete choice experiment [59]. For example, a crowd contribu-
tion task’s attributes could be pay level, estimated time to complete
the task, and perceived difficulty. Another example could be com-
paring breakfast cereals: attributes could be price, amount of sugar,
and brand name vs. store brand. Attributes are often identified by
reviewing related research and real-world observations [20].

Levels are an attribute’s options, increments, or possible values.
They can be continuous, ordinal, or binary. Generally, levels are
selected to reflect the values people encounter in the real world,
such as on the back of the cereal boxes [20]. In our experiment, we
look for real-world values from crowdwork. For example, Prolific
enforces a minimum pay level per hour of $8 per hour, while their
recommended pay level is $12 per hour. Meanwhile, Visitors to

Drafty (i.e., unpaid contributors) make contributions for a pay level
of $0 per hour. A discrete choice experiment uses comparisons be-
tween attributes and levels to determine utility scores to understand
what levels negatively and positively affect someone’s preference
for a given scenario.

Crowd contribution task is a task where a person interacts
with a computer or device to contribute information or data. This
person can be paid or unpaid for the completion of this task. For ex-
ample, people contributing to Wikipedia would be an unpaid crowd
contribution task. A crowd contribution task could also involve
a paid crowdworker recruited through Prolific who completes a
survey about technology use. Whether paid or unpaid, all visitors
to Drafty are completing crowd contribution tasks when editing
Drafty’s data.

3.2 Designing our Discrete Choice Experiment:
Pilot Study and Related Work

3.2.1 Initial Design and Pilot Study Overview. In designing a dis-
crete choice experiment, wemust select the set of relevant attributes
and their levels [59]. An attribute could be the pay level per hour
for a task. Its levels could be $8, $12, or $16 per hour. We first con-
ducted a pilot study to design our discrete choice experiment to
consider multiple attributes and levels using a Maximum Differen-
tial technique following prior work [59]. In Maximum Differential
(MaxDiff), participants select their most preferred and least pre-
ferred level per attribute. We conducted the pilot study with paid
crowdworkers and unpaid contributors within Drafty using the
same recruitment methods as our main study.

We selected these final sets of attributes and levels after review-
ing related research and reviewing the results from our pilot study.
In this pilot study, paid crowdworkers and unpaid contributors (i.e.,
everyday visitors) using Drafty voluntarily chose to take an initial
survey. Our pilot study consists of 34 participants: 18 paid crowd-
workers recruited through Proflic and 16 unpaid contributors who
freely visited Drafty. Our pilot survey features MaxDiff (Maximum
Differential) questions where participants select what motivates
them the most and the least to contribute. These participants volun-
tarily chose to take the pilot survey by selecting a blue button in a
banner within Drafty; see Figure 3. Participants who completed the
survey could submit their email for a one in four chance to receive
a $25 Amazon gift card as compensation.

Two attributes (Reward and Time Already Spent on a Task)
we considered for the pilot study were not included in the main
study. Our idea to include “Time Already Spent on a Task” was
directly motivated by recent research on the sunk costs of time
already invested by crowdworkers [99]. Pilot study results showed
that participants found the attribute difficult to understand. This
was paired with pilot results showing that this attribute did not
strongly affect user motivation. Thus, we chose not to include it as
an attribute in our main study.

We similarly did not include the “Reward” attribute in the main
study, as pilot participants found it confusing when compared to
pay level per hour (a separate attribute). However, we did keep
some of the “Reward” levels that showed promising trends in the
pilot as levels in other attributes. Below are the levels we chose to
keep (* indicates what was kept or moved to different attributes):
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Figure 1: A screenshot of choice set from Qualitrics used in the main study. It shows two hypothetical alternative crowd
contribution tasks presented to survey participants. The attributes are on the leftmost column, and their associated levels are
under the columns labeled “Task A” and “Task B.”

and their associated for one choice set.

Figure 2: We color-coded the attributes (purple box) and their associated levels (teal box) in a screenshot of a choice set from
our discrete choice experiment run in Qualitrics.

(1) You learn a new skill (* kept for Reason to Complete a Task)
(2) You will be paid for doing exceptional work (* modified for

Reason to Complete a Task)
(3) You will be paid fairly (* removed)
(4) Your contribution helps others (* modified for Perception of a

Task)
(5) Your contribution benefits you (* kept for Reason to Complete

a Task)

(6) You get a personalized recommendation (* modified for Rea-
son to Complete a Task)

(7) Nothing (* removed)

We also considered levels across a few different attributes re-
garding either a task requiring completion multiple times or a task
being related to a previous task. These levels were chosen based
on previous research and common practices in paid crowdsourcing.
However, none of these attribute levels were found to have a strong
effect in the pilot study and thus were removed from the main study.
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Specifically, the level “You have completed similar tasks before” was
initially included as a reference to the idea that paid crowdwork-
ers tend to do work for the same requester multiple times [8]; the
level “You complete the task once” was included as a common sce-
nario when a crowdworker completes an activity or a survey one
time [50]; and “You complete the task multiple times” was intended
to mirror the scenario where a user edits multiple pieces of data on
Wikipedia [3] or multiple cells in a spreadsheet [78].

Finally, some levels included in the pilot study were removed
from the main study because they had a low effect on motivation,
such as: “You will be paid fairly (at or above minimum wage where
you live)” and “You will be underpaid (below minimum wage where
you live)“ for the Pay Level attribute. These two attribute levels
are difficult to interpret and would be challenging to translate into
effective task designs since requesters do not know the locality of
every individual crowdworker. Instead of the more ethereal “under-
paid” statement, our attribute Pay Level instead includes the $4.00
per hour level, which Prolific’s guidelines recommend as “unfair”.
We also removed two levels from the attribute of Task Perception
about if a task is fun or not fun. In the pilot, these levels showed a
much lower effect on user motivation than on task interest.

3.2.2 Selecting the Main Study’s Attributes and Levels. After the
pilot study, we selected eight attributes to describe crowd contribu-
tion tasks from a user’s perspective: pay level per hour, estimated
time to complete the task, task difficulty, their reason to complete
the task, what the task requires them to do, who asked them to
complete the task, what happens to their contribution, and their per-
ception of the task. The associated levels per attribute are described
in the subsections below.

3.2.3 Attribute: Pay Level per Hour.
(1) $0.00 per hour
(2) $4.00 per hour
(3) $8.00 per hour
(4) $12.00 per hour
(5) $16.00 per hour

Pay level per task is among the most frequently researched topics
in crowdsourcing [50, 63]. Specifically, requesters on paid crowd-
sourcing platforms find it challenging to assess what is a fair
payment [89]. Paid crowdworkers often use resources like Turk-
erView to view the hourly pay rate a requester offers and if that
rate is fair [90]. While research has suggested alternative payment
schemes such as payments in bulk, payment per task is still the most
common because it is easily understood [44]. Dynamo [89], like
Prolific, recommends a minimum hourly wage. However, there is a
diminishing return in increasing payment to elicit higher quality
contributions [38]. Linearly increasing pay levels can help study
what other task attributes and levels must be present to motivate
people fairly when the pay is not high enough. Most importantly,
regarding unpaid contributors using Drafty, what motivates them
when monetary compensation is absent (i.e., $0.00 per hour)?

Prior research on pay level in crowd contributions has focused
on perceived social good as a motivator for unpaid contributions [5]
or on the effect of paying a system’s existing already intrinsically
motivated users [47, 105]. However, the choice is driven by more
than intrinsic motivations and monetary reimbursement for labor.
While some choice paradigms have been studied, there is still a lack

of understanding about the trade-offs people make when choosing
tasks in crowdsourcing and peer production scenarios.

Selecting Levels and Reflections from Pilot Study: In this
study we use pay level per hour instead of a single dollar amount
for many reasons. First, our levels mirror Prolific’s pay level per
hour recommendations. Prolific displays a recommended pay level
per hour between $8.00 and $16.00 per hour of estimated time for
task completion, with the default recommendation at $12.00 per
hour. While a requester may pay over $16.00 per hour, Prolific
enforces fair compensation practices by requiring the requester to
pay crowdworkers at least $8.00 per hour if the estimated task time
is incorrect. Second, most crowdsourcing research papers measure
crowdworker pay in payment per hour. Lastly, we recruit paid
crowdworkers from Prolific, paying them $8.00, $12.00, or $16.00
per hour. This enables us to study how the stated preferences shift
among crowdworkers who accept tasks at different payment levels.
$4.00 per hour was additionally chosen to represent a value that
should be perceived as underpaid by a crowdworker on Prolific. We
also considered intervals of $1, $5, and $10 per hour in the pilot.
However, we wanted our levels to mirror what actual requesters
and crowdworkers see in real-world platforms.

3.2.4 Attribute: Estimated Time to Complete.
(1) 1 minute
(2) 5 minutes
(3) 15 minutes
(4) 30 minutes
(5) 60 minutes
The time to complete a task is often cited as an essential mo-

tivator in choosing to complete paid [29] and unpaid [85] tasks.
Estimated time to complete the task is also a requirement for re-
questers to post to platforms like Prolific and Amazon Mechanical
Turk. However, predicting the time required to complete a task is
difficult for both paid crowdworkers and requesters alike [99]. Prior
research also shows unpaid users are more likely to spend more
time on a task than paid crowdworkers due to intrinsic motivators
such as wanting to help others or their community [46].

Selecting Levels and Reflections from Pilot Study:We chose
five gradually increasing intervals between each “estimated time
to complete” time unit. While the pilot study featured eight levels,
we removed the levels of 10, 20, and 45 minutes for the main study
because these did not make a difference in user preference, per rec-
ommendations for selecting levels [59]. We settled on five different
levels to ensure we represented both very long tasks (60 minutes)
and variations of shorter tasks (1 and 5 minutes). In 1 minute, it is
reasonable to assume someone can visit a public Google Spread-
sheet and add one piece of data they already know in a cell. In
contrast, in 60 minutes, someone could visit Wikipedia, read one
article, search the various facts and sources to verify each is correct,
and correct any inaccuracies within the article. The intention is for
the “estimated time to complete” attribute to cover this range of
times to help future requesters and system designers understand
the impact task completion times can have on ones willingness to
contribute.

3.2.5 Attribute: Task Difficulty.
(1) Not difficult (easy) to complete
(2) Moderately difficult to complete
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(3) Very difficult to complete
Perceived task difficulty is one of the most common factors re-

questers and systems designers try to optimize [39]. Prior research
shows that task difficulty relates to the effort required to complete
a task [18, 72]. For example, a paid crowdworker could be required
to label ambiguous images or to interpret subjective data, such as a
professor’s research area. When deciding if they should complete a
crowd contribution task, crowdworkers might favor more straight-
forward tasks than higher-paid but more difficult ones. Liu et al.
showed that increased task difficulty could adversely increase the
time to complete a task [56]. This is notable because many paid
crowdworkers are attempting to maximize the amount they are
paid per unit of invested time. By completing easy tasks, they can
better optimize their time and compensation. By understanding this
attribute, requesters and system builders can better decide whether
they should spend more time improving the difficulty of their crowd
contribution tasks to encourage task adoption.

Selecting Levels and Reflections from Pilot Study:We chose
three mutually exclusive categorical levels for task difficulty to
keep participants’ answers easier to interpret for future researchers.
These levels represent the options a participant might see on a
three-point Likert-type scale representing a task’s difficulty level.
We limit to only three points to reduce participants’ cognitive load
and provide more statistical power for analyzing our discrete choice
experiment results [59]. These levels were kept verbatim from our
pilot study as our results showed a linear relationship between easy,
moderate, and difficult tasks.

3.2.6 Attribute: Reason to Complete a Task.
(1) You might be paid for doing exceptional work
(2) Your contribution benefits you personally
(3) You will learn a new or special skill
(4) You will get a personal recommendation or learn something

new about yourself
(5) You get reputation points in a system (special badge, points,

credit, etc.)
(6) The task is part of your job
(7) The task is part of a hobby
While all other attributes address the degree to which differ-

ent motivators affect motivation, this attribute instead questions
which additional reasons to contribute aremost impactful for crowd-
worker motivation. Each level chosen in this attribute is based on
previous research into crowdworker motivation. We included a
level about potential pay for doing exceptional work as it mirrors
the idea of providing possible bonuses to paid crowdworkers to in-
crease motivation [78, 110]. The option “Your contribution benefits
you personally” builds on the findings from prior research showing
that people can be intrinsically motivated to contribute because
it benefits themselves [26]. Similarly, there are peer production
systems [87] and crowdsourcing efforts that motivate participation
by promising workers they will get a personal recommendation or
learn something new about themselves. Reputation points within
a system are one representation of gamified systems, a common
practice used to elicit crowd contributions [64, 66]. Results showing
the effectiveness of gamification from prior research are mixed [58].
Additionally, prior paid verification strategies offer the promise of
higher-paying tasks if paid crowdworkers complete an initial set

of tasks [61, 103], a system which also mirrors the idea of building
“reputation” or points. Finally, the idea that a task might mirror a
hobby aligns with some of themotivation from learnersourcing [49],
where users voluntarily contribute their labor while learning in
their free time.

Selecting Levels and Reflections from Pilot Study: Several
levels from various attributes were included here after the pilot
study, though for many, wording was changed based on feedback
from the pilot. For example, we changed the level “You will be
paid for doing exceptional work” to “You might be paid for doing
exceptional work”, since bonuses for paid crowdworkers are not
always guaranteed.

3.2.7 Attribute: The Task Requires you to.
(1) Collaborate with other people to complete the task
(2) Complete the task with Artificial Intelligence
(3) Complete the task by yourself
(4) Learn something new
(5) Contribute or use specialized knowledge you already know
(6) Provide your personal information
Many different types of tasks exist in crowdworking platforms.

As each type of task has different requirements, there may be pref-
erences among paid crowdworkers for certain types of tasks to
complete or requirements to avoid. For example, many surveys
or systems require participants to provide part of their personal
information (age, email, username, IP address) for payment, attri-
bution purposes, or to improve the validity and generalization of
results. Prior research shows that paired crowdworkers sharing
their personal demographic information produce higher quality
work [40]. However, specific paid crowdsourcing platforms like
Prolific have begun providing identifying information that is not
personally identifiable data to help protect worker privacy and re-
duce the effort required of users. This strive for privacy may drive
workers towards more privacy-preserving tasks.

With regards to contributing using specialized knowledge, prior
research on knowledge-intensive crowd contribution tasks [23] sup-
ports the idea that crowds [34, 76] can provide more accurate con-
tributions to datasets requiring domain-specific knowledge when
the crowdworkers have the required knowledge. Prior research
using discrete choice experiments also found a relationship be-
tween expertise and stated preference when selecting healthcare
treatments [20]. It is also common for requesters to require paid
crowdworkers to learn new skills or knowledge to make accurate
contributions for a paid micro-task [23, 111].

While prior research explores collaborative editing behaviors
among paid crowdworkers [103], recent research is studying where
people and AI collaborate on tasks [109]. Often, peer production
tasks produce a sense of collaboration among contributors [4]. Prior
efforts show it is common for paid crowdworkers to learn something
new to contribute [52]. Even unpaid citizen science efforts often
require users to gain new knowledge to contribute [15].

Selecting Levels and Reflections from Pilot Study: These
levels are primarily based on current research. They are categorical
variables and not all are mutually exclusive. Our pilot study showed
each level was important, but contributing or using specialized
knowledge you already know had the greatest affect on preference.

3.2.8 Attribute: Who Asks you to Complete the Task.
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(1) A friend
(2) A family member
(3) Someone you do not know
(4) People on social media
(5) A bot (not a person) on social media
(6) A for-profit company
(7) A non-profit company
(8) A system (e.g., Wikipedia or Drafty)
(9) Paid Crowdsourcing system (i.e., Prolific)
There are a plethora of systems and methods to ask someone to

make a crowd contribution task, ranging from friends, social me-
dia, and popular paid crowdsourcing platforms such as Prolific or
Mechanical Turk. Direct human recruiting can be highly effective;
prior research into “friendsourcing” has found that asking your
friends to contribute increases the quality and likelihood of con-
tributions [10, 11]. Even public systems, like Wikipedia, have had
research efforts asking people to contribute [25]. Bots on Twitter
have also been used to recruit crowd contributors, replacing human
connections [91]. Beyond friendsourcing or using virtual agents,
Rogstadius et al. studied the quality and likelihood of crowd con-
tributions of paid crowdworkers when posting the tasks as either
for-profit or non-profit companies [88]. Understanding the impact
of the source of the task completion request will help define how
vital an individual’s network is when attracting people to make
crowd contributions.

Selecting Levels and Reflections from Pilot Study: These
levels are categorical variables, and not all are mutually exclusive.
We selected each level based on previous research papers comparing
recruitment methods. We included if a company was for-profit or
not due to the increasing number of companies who engage with
paid crowdworkers to evaluate systems for label data [79].

3.2.9 Attribute: What Happens with your Contribution?
(1) You own the data you contributed (you can see and edit it)
(2) You do not own the data you contribute (you cannot see or

edit it)
(3) A public community owns the data you contributed (anyone

can see and edit it)
(4) You receive no credit for your contribution (it is anonymous)
(5) Your name or username is attached to your contribution (not

anonymous)
(6) Your contribution is automatically accepted
(7) Your contribution could be rejected
Work around ownership, credit, and outcomes in paid crowd-

sourcing systems has shown that these can have a strong impact on
user motivation to contribute. It is common in paid crowdsourcing
scenarios for someone to complete a task and not have access to
see or edit their contribution once made [50]. However, if we imag-
ine a paid crowdworker labeling hundreds of images but unable to
correct a mistake, we can see why these types of tasks may be demo-
tivating. An alternative model used in individual creativity support
tools, like Sketchy [102], allows only the original contributor to
edit their contributions. Surveys often allow users to see and edit
their submissions; in this scenario, people control or own the data
they contributed. In contrast, systems like Drafty, Wikipedia, and
WikiData allow users and the entire community of interested users

to see or edit any contribution. This idea of community ownership
of the data is a hallmark of peer production [4, 108].

Anonymity may also have a strong impact on contributions.
Many paid crowdsourcing systems like Prolific and Amazon Me-
chanical Turk provide paid crowdworkers anonymous IDs to safe-
guard their personal information.Websites similar to StackOverflow
require users to create accounts to possibly identify themselves, or
remain anonymous with an ID based on individual user preference.
Similarly, systems such as Wikipedia and WikiData require contrib-
utors to make an account in order to contribute [37]. In Drafty, users
make contributions anonymously by default. This additionally is
beneficial as it reduces the effort required to contribute.

Rejection or acceptance of edits has been shown to act as a
strong source of motivation for crowd contributors. Prior research
shows that a contribution being rejected can be de-motivating for
contributors [60]. New Wikipedia users have also be dissuaded by
the possibility of another user quickly reverting or rejecting their
edit [85]. In contrast, Drafty employs the model that someone’s
contribution is automatically accepted.

Selecting Levels and Reflections from Pilot Study: These
levels are categorical variables where some are mutually exclusive
(a task automatically being accepted or rejected). We chose these
levels to match what happens with contributions across paid crowd-
sourcing and peer production platforms. Thus, our results should
translate to system designs. The pilot study showed each had some
effect on user preference.

3.2.10 Attribute: Your Perception of the Task.
(1) The task looks interesting
(2) The task looks boring
(3) The task might be unethical
(4) The task is likely ethical
(5) Your contribution might help people you do not know
(6) Your contribution might help your peers or community
A contributor’s perception of a crowd contribution task covers

multiple possible levels, many of which are intrinsic motivators.
In this attribute we focus on ethical implications, interest, and
whether the task might help others as potential intrinsic motivators.
While many researchers use paid crowdworkers to complete tasks,
there are lingering questions about how the ethical use of data
collected by paid crowdworkers could affect their motivation to
contribute [33].

Prior research on Drafty shows user interest is correlated with
higher quality and likelihood of someone contributing [100, 103,
104]. Research has further shown that perceiving a task as boring
is one of the main reasons paid and unpaid workers quit a task [60],
and that paid crowdworkers [19] and older adults [12] are more
likely to contribute if the task is relevant to their interests. Beyond
interest, one of the best motivators to appeal to a user’s intrinsic
motivation is showing how their contribution will help others [70,
91]. Among paid crowdworkers, prior work shows helping others
can intrinsically motivate them to contribute their time even when
paying less money [88].

Selecting Levels per Attribute & Reflections from Pilot
Study: We selected levels to try and balance positive and negative
perceptions. In the pilot study, one level for reward had a very high
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effect on user motivation: “Your contribution helps others”. How-
ever, who are these others? We made two more specific options:
Your contribution “might help people you do not know” or “might
help your peers or community” in the hope the main study can
further tease apart user motivation. We moved these within the
“Perception of a Task” attribute because contributors can only per-
ceive and not directly control if their contribution helps others [3].

3.2.11 Creating the Choice Sets from the Attributes & Levels. We
use Qualtrics to create and conduct the discrete choice experiment
survey. Qualtrics automatically builds the choice sets from the pro-
vided attributes and levels. It uses a randomized, balanced design
approach to ensure the choice sets are varied and present all levels
to each participant. Per Qualtrics recommendations, participants
completed twenty choice sets (i.e., selected their preferred crowd
contribution task). Each choice set is binary; it contains two hy-
pothetical scenarios. Each choice set contains the same number of
attributes and one level per attribute (see Figure 1). Qualtrics auto-
matically balances the levels per attribute to ensure valid results;
see Appendix section A for more details.

3.3 Modifying our Public System Drafty to
Recruit Participants

We aim to recruit normal users of Drafty to take the survey. This
includes both paid crowdworkers and unpaid contributors to Drafty.
To accomplish this, Drafty shows users a banner; see Figure 3.

3.3.1 Drafty: System Description and History. We have engaged in
a longitudinal effort from 2014 to the present to build and maintain
a public system to engage anonymous visitors to maintain an evolv-
ing tabular dataset of Computer Science professor profiles. This
paper runs the third version of our interactive spreadsheet web
application, “Drafty”. Drafty is a public data system that supports
free access and open edits to large tabular datasets (thousands of
rows) using a custom spreadsheet interface. It does not record any
personally identifiable information. Visits per user are recorded per
browser using cookies. During this paper’s study, Drafty hosts a
publicly editable tabular dataset the CS community has had access
to since 2014. The data consists of academic profiles of tenure-track
Computer Science from top Universities in the US and Canada. Each
profile (row in the tabular dataset) consists of their full name, the
university they are employed at, the year they joined that univer-
sity as a tenure-track professor, their research area of expertise
(i.e., subfield), and the name of the institutions that awarded their
Bachelor’s and Doctorate degrees.

3.4 Study Procedures for our Discrete Choice
Experiment within Drafty

3.4.1 Crowd Contribution Tasks within Drafty. This study features
paid crowdworkers and unpaid contributors editing Computer Sci-
ence professor data within Drafty. Within the system, they can add,
update, or delete individual cells and rows of data in Drafty in one
of six possible ways:

(1) Fill in an empty cell within Drafty (fix one empty cell)
(2) Add a new row of data (add a new Professor)
(3) Delete a row of existing data (remove a Professor)

(4) Review a row of existing data (review and fix a Professor’s
data)

(5) Add a note to a row (add a note about a Professor)
(6) Contributed using the “Help Us!” feature within Drafty
In Prolific, paid crowdworkers are instructed to “Add a new row

of data.” Thus, each paid crowdworker can find and add six pieces
of information for a Computer Science professor not currently
listed in Drafty. We made this choice for two reasons. First, at
the time, our tabular dataset had very few empty cells for paid
crowdworkers to find and edit. Second, in adding a new row of data
crowdworkers make six individual edits, which provides more edits
per paid crowdworker for us to evaluate for accuracy by hand.

3.4.2 Recruiting Drafty’s Visitors: Unpaid Contributors and Paid
Crowdworkers. While discrete choice experiments have good inter-
nal validity, we need observable data to improve our result’s ecolog-
ical validity. To enhance ecological validity, we used a convergent
design. Visitors to Drafty can freely choose to take the discrete
choice experiment survey. These visitors include Drafty’s regular
unpaid contributors and paid crowdworkers recruited through Pro-
lific. Unpaid contributors are the normal everyday visitors who
arrive at Drafty. During the recruitment period, Drafty contains a
banner to recruit participants (see Figure 3). Anyone who completes
the survey has a one-in-four chance to win a $25 Amazon Gift Card,
providing a monetary incentive to participate in our survey study.

Paid crowdworkers recruited through Prolific were asked only
to review and edit data on Drafty. Completion of the discrete choice
experiment survey was fully optional and not mentioned in the
Prolific task. We used Prolific’s built-in pre-screening to ensure
paid crowdworkers met the following criteria:

(1) Minimum 95% approval rate.
(2) Minimum 100 tasks completed.
(3) Minimum age of 18.
(4) They could not have completed any of our prior tasks, to

ensure new unique participants each time.
(5) Are from the USA. (Because Drafty mainly features univer-

sities from the US and Canada.)
(6) Use a Desktop device because the user interface design of

Drafty and the survey are optimized for desktop screen sizes.
For all tasks, we advertised a 15-minute estimated completion

time based on timings from our pilot study. When creating the paid
tasks, participants were compensated within Prolific’s payment
guidelines at $8.00, $12.00, or $16.00 per hour. At the time of this
study, Prolific’s interface recommended these pay levels per hour
to requesters: minimum $8.00, default $12.00, and maximum $16.00.
Our compensation scheme aligns with real-world examples of re-
cruiting paid crowdworkers across Prolific and the levels we used
for the Pay Level attribute in our discrete choice experiment.

Each paid crowdsourcing task asked paid crowdworkers to re-
view Drafty’s data and add a missing professor from a university.
Table 6 in Appendix section B.1 lists the university name and pay-
ment per task. The universities for the paid crowdsourcing task
were selected because they had either not had a new professor added
recently or they were new universities not currently included in
Drafty (i.e., Drafty has no data for this university). Before releasing
the tasks, we additionally hand-checked each university for miss-
ing professors and new assistant professors to ensure there were
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Figure 3: Anyone can voluntarily choose to take the survey and will have a one in four chance to receive a $25 Amazon gift
card as compensation. To be eligible, participants must enter their email in a separate survey that is provided after and not
connected to the main discrete choice experiment survey.

enough professors to add following a similar study and recommen-
dations from Papoutsaki et al. [78].

The exact instructions per task posted on Profilic are included
in Appendix B.

4 Results
Our results combine participants’ answers to our survey-based
study with their real-world edit histories from Drafty for paid and
unpaid tasks. Our analyses of the discrete choice experiment follow
the recommendations of prior research [86] to help us uncover
what motivates different contributors within a real-world system.

4.1 Discrete Choice Experiment: Data Overview
We conducted the study and gathered data from March 11th to
April 25th, 2023. We recruited 115 paid crowdworkers from Prolific
to add new rows of data to Drafty. Also, 2,723 unpaid contributors
freely visited Drafty to view or edit data within the system. These
everyday active visitors freely chose to visit Drafty and made at
least one interaction within Drafty (i.e., click, search, edit, etc.). All
visitors (paid crowdworkers and unpaid contributors) to Drafty
made 33,283 total interactions and 1,048 edits during this study
period. We manually hand-checked edits made within Drafty from
paid crowdworkers and unpaid contributors.

During this study period, anyone who arrived at our public web-
based spreadsheet system Drafty could freely choose to complete
the discrete choice experiment survey. For the discrete choice ex-
periment, our survey participants come from two distinct groups:
1) paid crowdworkers we recruited from Prolific to add new rows

of data in Drafty and 2) unpaid contributors (i.e., Drafty’s normal
everyday visitors).

Survey Data Pre-Processing. The following section describes
the survey study data’s review process and removal criteria. A total
of 149 people freely chose to take the survey within Drafty. Taking
the survey was not part of the paid crowdworkers’ task posted on
Prolific. Based on the session and profile IDs tracked from Drafty
within the survey, the same participant never took the survey mul-
tiple times. Among the initial 149 participants, 16 were removed
for not completing the survey. After that, 10 additional participants
were removed for entering the same response for ten Likert-type
scale questions. Finally, 2 additional participants were removed for
providing nonsensical answers to qualitative questions, indicating
they might be bots or speeding through the survey. For example,
their answers did not answer the survey questions and featured
significantly longer responses than other participants. See Appen-
dix section C for more details. After answering a sample question,
the remaining 121 participants reported understanding the instruc-
tions for the discrete choice experiment. The following metrics to
evaluate our discrete choice experiment outlined in Section 4.2 are
computed using the remaining 121 participants.

Survey Participants. The following summary demographics
are for the 121 participants who completed the survey remaining
after data cleaning. The average age per participant was 36 years,
ranging from 19 to 78. The average completion time for the survey
is 19 minutes and 6 seconds. Among several options to indicate
gender identity, 58 participants identified as Male and 43 as Female,
while 20 preferred not to say or chose another option. Among all
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participants, 67 indicated payment for a task is for extra spending
money, while 26 indicated it helps pay some of their bills.

4.2 Discrete Choice Experiment: Evaluation
Metrics used in Results

Below are common metrics and analyses used to evaluate user
choice data from discrete choice experiments [77]. The terms utility
and preference relate to someone’s motivation to complete a crowd
contribution task. We have selected metrics that are automatically
computed within Qualtrics [106] and we provide how we computed
trade-offs using methods recommended by prior research [86].

Average Utility Scores the average utility score of each level
across all participants. A utility score is expressed as a linear com-
bination of an attribute’s levels. They are reported as xx.X (i.e,
11.6). Higher utility scores indicate more preferred levels within
an attribute. The relative differences between utility scores help
explain the trade-offs participants make between attributes. The
utility scores show the relative preference between levels within
an attribute. A level with a positive utility score will increase some-
one’s motivation to complete a crowd contribution task, while a
negative score will decrease it. Qualtrics uses a Hierarchical Bayes
estimation method to calculate individual respondent utility scores,
which are then averaged to get the overall average utility.

Attribute Importance represents the relative weight that par-
ticipants assign to each attribute when choosing between two hy-
pothetical scenarios. This metric helps determine which attributes
most influence their preference. They are reported as xx.X% (i.e,
22.1%). Attribute importance is the proportion of its utility range
compared to the total utility ranges across all attributes. Attribute
importance is computed by taking the distance of the highest and
lowest average utility score per level in an attribute. Imagine if $4
per hour was the lowest at -5.0, and $16 per hour was the high-
est at 10.0. Then, the attribute importance for pay level would be
15.0%, using the distance between -5.0 and 10.0. If an attribute’s
importance were 0.0%, it would not affect someone’s preference.
The greater the attribute importance, the more influence its levels
have over someone’s preference and motivation. For example, if the
pay level per hour had a higher attribute level than the estimated
completion time, then pay level would have a bigger influence on
user preference and motivation. Our results feature four Figures (5,
6, 7, and 8) showing the attribute importance per attribute across
different participant groups and their behaviors.

Optimal Task is the combination of attributes and levels that,
based on the data collected from participants, is predicted to be the
most preferred choice by the target population. Qualitrics computes
this automatically. Normally, this is the level per attribute with the
highest average utility score. This metric, optimal task, can help you
understand how to design contribution tasks for specific groups of
users. For example, maybe unpaid contributors prefer ethical tasks
that help their community.

Preference Share measures the probability that a level would
be chosen over another when all other attribute levels are the same.
It is computed using a Multinomial Logistic Regression model and
the utility scores per level within an attribute. In section 4.5, the
analysis uses preference share to simulate the total utility score
(i.e., level of motivation) between two different crowd contribution

tasks. We use preference share to compute trade-offs people make
when choosing different tasks. We include a brief explanation of
computing trade-offs below.

Trade-offs between two attributes and their levels can be com-
puted using partworth functions [86]. These results can help inform
if one level is changed within attribute “A” and how the level of
attribute “B” needs to increase or decrease to produce the same
utility score (i.e., level of motivation). For example, if the estimated
time to complete a task is increased, how much should the pay level
increase to maintain the same level of motivation? The values of
the partworth functions can be normalized (assigning 0.0 to the
smallest and 1.0 to the largest value) to make results comparable.
Equation 1 below represents the partworth utility equation for
a given individual 𝑖 choosing option 𝑗 , where 𝛽1 and 𝛽2 are the
partworth utilities for pay and time, respectively.

𝑈𝑖 𝑗 = 𝛽1 · PayLevel𝑖 + 𝛽2 · Time𝑗 + 𝜖𝑖 𝑗 (1)

4.3 Universal Incentives are Pay Level, Time to
Complete, and Task Perception

Regardless of whether someone is a paid crowdworker or unpaid
contributor, our results show three attributes that should increase
someone’s motivation to contribute: focus on improving the pay
level, reducing the estimated time to complete, and improving some-
one’s perception of the task. Task perception can be if someone
finds a task interesting or if they believe their contribution will help
others. Figure 4 shows the most important attributes and levels
that are universal across users who completed the survey. How-
ever, when scrutinizing the results, unpaid contributors and paid
crowdworkers make different trade-offs every day when selecting
between crowd contribution tasks.

Task perception was most important to unpaid contributors,
and pay level was most important to paid crowdworkers. For paid
crowdworkers, there was a 74% increase in the attribute impor-
tance for pay level compared to the estimated time to complete
(See Figure 5; Attribute Importance of Pay Level for Paid Crowd-
workers is 174% of Attribute Importance for Estimated Time to
Complete). At the same time, there was only a 10% increase among
unpaid contributors. This finding that paid crowdworkers value pay
level the most mirrors prior research [63]. Also, when comparing
attribute importance for pay level and task perception, there is a
70% increase among paid crowdworkers for pay level. At the same
time, there is a 40% decrease among unpaid contributors for pay
level when comparing to task perception (Figure 5). While the pay
level motivates unpaid contributors to complete crowd contribu-
tion tasks, task perception plays a larger role. The levels for task
perception mainly focus on intrinsic motivators, thus showing our
unpaid contributors are influenced by intrinsic motivators [69, 103].

When comparing feature importance for those who only made
100% accurate edits on Drafty, we found that unpaid contributors
and paid crowdworkers were less influenced by the pay level per
task compared to the same populations who were not accurate (See
Figure 4, 100% Accurate Editors columns). Both unpaid contributors
and paid crowdworkers were more influenced by task perception.
Indicating someone’s level of interest and intrinsic motivators can
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Figure 4: Optimal Crowd Contribution Tasks for Different Populations: This figure shows the optimal crowd contribution task
per population. The gold boxes show each attribute’s relative importance measure [86], or how much each attribute influenced
someone’s preference. For example, “Pay Level” is 33.6% for paid crowdworkers whom we compensated $16 per hour. The teal
box is the optimal level per attribute. For example, when comparing those who only made 100% accurate edits in Drafty, unpaid
contributors preferred tasks where they could collaborate, compared to paid crowdworkers who preferred tasks where they
could contribute their specialized knowledge. Overall and unsurprisingly, all participants preferred the highest pay level per
hour, the lowest estimated time to complete, and the easiest tasks. While task perception was the most important attribute for
unpaid contributors, paid crowdworkers were mainly influenced by the pay level per hour. The teal square indicates the level
per attribute with the highest average utility. Each column then constructs the optimal or ideal crowd contribution task per
group of people. NOTE: Each column’s attribute importance adds up to 100%.

influence their motivation more than money. This result mirrors
prior research on paid crowdworkers [19] and demonstrates a simi-
lar result among unpaid contributors. Notably, the feature impor-
tance between pay level and who is asking for a contribution is
similar among unpaid contributors who made 100% accurate edits
on Drafty (See Figure 4. This result mirrors prior research by Brady
et al. [10] showing that asking friends to contribute can motivate
accurate contributions.

The analysis also splits participants (paid crowdworkers and
unpaid contributors) by their self-reported knowledge of Computer
Science. For participants who self-reported High or Very High,
their optimal task design mirrored the attributes and levels of our
unpaid contributors. Unpaid contributors with high levels of knowl-
edge or interest in Computer Science were more influenced by
tasks that required them to collaborate with people. This observa-
tion mirrors our long-term observations of Drafty and other peer
production-inspired systems, where collaboration can motivate

contributions [4]. Table 2 shows the average responses from our
participants, showing a trend that unpaid contributors and paid
crowdworkers ($8.00 per hour) self-reported more Knowledge and
Interest in various Computer Science related topics and areas.

4.4 Paid Crowdworkers & Unpaid Contributors
Share Similar Motivations but Make
Different Trade-offs When Selecting Tasks

We compare the trends in average utility scores between unpaid
contributors and paid crowdworkers across both groups and among
the subset of users who only made 100% accurate edits. The levels
of each attribute show patterns about how each group differs. We
created figures showing heatmaps of the average utility scores per
group; see Figures 5, 6, 7, and 8.

This analysis compares groups where one group (the ideal group)
is likely to benefit Drafty more than the other (less ideal). The ideal
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Knowledge about Computer Science Interest in Computer Science
Participant Type General Profs. Univ. Res. Jobs General Profs. Univ. Res. Jobs

Unpaid Contributor 3.8 3.3 3.4 3.5 3.1 4.3 3.8 3.9 4.0 3.6
Paid Crowdworkers ($8) 2.9 2.1 2.5 2.7 2.7 3.0 2.3 2.3 3.0 2.7
Paid Crowdworkers ($12) 2.4 2.2 2.4 2.3 2.4 2.8 2.3 2.4 2.7 2.9
Paid Crowdworkers ($16) 2.4 1.8 2.1 2.1 2.4 2.9 2.2 2.2 2.6 2.4

Table 2: Mirroring our quantitative results, unpaid contributors and paid crowdworkers ($8 per hour) had more interest and
knowledge in Computer Science than the more highly paid crowdworkers. This table shows participants’ average answer to
5-point Likert scale questions (Very Low to Very High). The questions are: “Your level of knowledge about Computer Science”
and “Your level of interest in Computer Science” across five areas: overall (in general), professors (faculty members), universities
and departments, research, and jobs.

group made only 100% accurate edits. Figures 6 and 8 show pairs
of these groups separated by a column of white space, where the
group on the left is ideal while the group on the right is less ideal.

Pay Level Per Hour. Prolific’s fair payment guidelines match the
motivations of unpaid contributors. Across all groups in Figures 5
and 6, a minimum pay level ($8) generated a positive average utility
score. The average utility score for the highest pay level per hour
($16) was 2 times higher for paid crowdworkers compared to unpaid
contributors (See Figure 5; utility score for All Paid Crowdworkers
evaluating Pay Level $16 [i.e., 13.2] is 2x that of Unpaid Contributors
[i.e., 6.5]). This trend continues when splitting users based on their
real-world usage of Drafty (i.e., did they make an edit, were they
accurate). The average utility scores for pay level ($16) for unpaid
contributors who did not make edits were 2.2 times higher than
those who only made accurate edits. Likewise, The average utility
scores for pay level ($0) for unpaid contributors who did not make
edits were 1.7 times lower than those who only made accurate
edits. The ideal unpaid contributors (i.e., those who only make
accurate edits) were more motivated by attributes other than pay
level. These exact trends continue for $16 and $0 per hour when
comparing the paid crowdworkers who made 100% accurate edits
on Drafty. This indicates that accurate users are motivated by more
than money [70]. To elicit accurate paid contributions, fairly priced
tasks that benefit others are more important than highly paid tasks.

Estimated Time to Complete. For estimated time to complete
all groups preferred tasks under 15 minutes. While Figure 5 shows
a trend where less time yields more preference among paid crowd-
workers, this trend does not exist among unpaid contributors. For
unpaid contributors, the average utility score for a 15 minute task
is .5 points higher than for 5 minute task. This result replicates
prior research showing unpaid contributors will spend more time
on a task than paid crowdworkers [46]. Paid crowdworkers who
submitted edits to Drafty had the same average utility score for 15
minutes tasks and 5 minute tasks. The paid crowdworkers who did
not submit edits were the ones who chose to complete the survey
for a possible gift card but abandoned the initial editing task. View-
ing their survey responses they felt it was difficult to contribute and
find the professor’s information. Since their preferences indicate
they prefer shorter tasks, it is not a surprise they abandoned the
task of editing data on Drafty. There was no difference in trends

among paid crowdworkers who submitted 100% accurate edits and
those who did not.

Your Perception of the Task. There are multiple trends among
the levels across groups for task perception. In every comparison,
the ideal group prefers tasks that are ethical, look interesting, and
will help others compared to another group. Hence, this is why
the attribute importance for task perception is higher among the
ideal groups. While we never condone creating tasks or gaining
contributions for unethical reasons, unpaid contributors who only
made accurate edits valued ethical tasks that help others more than
any other group. Also, building on prior research, their interest
in the task is more motivating than any other group [19, 104].
Peer production environments rely on people freely engaging and
contributing data [4]. These results show how systems like Drafty
motivate accurate contributions.

Who Asks you to Complete the Task. Across all groups, people
preferred tasks where they volunteered or a friend, family member,
or a system (i.e., Wikipedia or Drafty) asked them to contribute.
While unpaid contributors on Drafty were the most motivated by
freely choosing to contribute, being asked by family and friends
was the most motivational look at all users. This is not surprising, as
Brady et al. showed that when a friend asks, this can elicit accurate
contributions [11]. However, our results also show this trend across
paid crowdworkers.

The average utility score for when a friend asks is 2.2 times
greater for unpaid contributors compared to paid crowdworkers
and 2 times greater for unpaid contributors who only submitted
accurate edits compared to those who did not (See Figure 6). Mir-
roring prior research, all groups showed a strong dislike for tasks
where a bot (not a person) on social media [91] or a profit for-
profit company [88] asks them to contribute. While Rogstadius et
al. showed that people prefer non-profit companies compared to
for-profit companies, our results indicate this alone is not enough
to motivate someone to complete a task and is relatively similar to
people on social media asking for contributions.

Your Reason to Complete a Task. All groups preferred tasks
where they would learn a new or special skill, or it is a hobby. This
is similar to learnersourcing, where people simultaneously learn
new skills about their hobby or an area of interest and then make
contributions [49].
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Figure 5: Preference heatmap Unpaid Contributors and Paid Crowdworkers Part 1 (four attributes with the highest attribute
importance). This Figure show’s that paid crowdworkers are more extrinsically motivated (pay level per hour) compared to the
primarily intrinsic motivations of unpaid contributions (task perception). Also, across all contributors, the estimated time
to complete a task was more important than the task’s difficulty. This Figure is a heatmap for the Attribute Importance and
Utility Score per Level comparing unpaid contributors and paid crowdworkers. The four attributes with the highest Attribute
Importance had the highest effect on preference (user motivation). See Figure 7 for the other four attributes. The attribute
name is in the leftmost column. Then, the heatmap shows the levels per attribute. In the same row as the attribute is the
attribute importance formatted as [xx.X%]. Each level’s row contains its utility score.
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Figure 6: Preference heatmap Edits and Accuracy Part 1 (four attributes with the highest attribute importance). Among all
contributors, highly accurate contributors were less motivated by pay level and more motivated by task perception. Task
perception feature intrinsic motivators such as a task looks interesting, ethical, and the contribution might help others. This
Figure is a heatmap for the Attribute Importance and Utility Score per Level comparing contributors based on the accuracy of
their edits, or if they edited data on Drafty. The four attributes with the highest Attribute Importance had the highest effect on
preference (user motivation). See Figure 8 for the other four attributes. The attribute name is in the leftmost column. Then, the
heatmap shows the levels per attribute. In the same row as the attribute is the attribute importance formatted as [xx.X%]. Each
level’s row contains its utility score. *Make Edits includes unpaid contributors who only made 100% accurate edits in Drafty.

While learning communities have successfully used gamifica-
tion to increase engagement by awarding reputation points (badges,

points, credit, etc.) [66], Drafty’s users (paid and unpaid) did not
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prefer this motivator (See Figure 7). This result mirrors prior re-
search showing how gamification mechanisms can decrease the
quantity and quality of crowd contributions over time [58]. Con-
sidering how strong of an intrinsic motivator helping others is, the
extrinsic motivator of earning badges does not matter in Drafty’s
context.

Unpaid contributors who only submitted accurate edits were
almost twice as motivated by tasks where they might be paid for
doing exceptional work (See Figure 8). This idea of possibly paying
others for doing exceptional work produced a average utility score
that is 181% greater among unpaid contributors who only submitted
accurate edits compared to those who did not. This is additional
evidence that mixing extrinsic rewards in Drafty could further
motivate its existing highly accurate visitors [13].

Task Difficulty. Task difficulty is one of the most consistent
attributes across this study in terms of affecting the preferences and
motivation of all users. While task difficulty is often optimized by
system designers [39], it is also cited as affecting people’s percep-
tions of task time [56]. It is not a surprise, crowdworkers paid $16
per hour valued easy tasks more than others. They are trying to op-
timize their actual earnings per hour. Among unpaid contributors,
those who did not submit edits were the only group that showed
a positive average utility score for moderately difficult tasks (See
Figure 8; Unpaid Contributors, No Edits column). Maybe this group
did not edit data on Drafty, because the tasks to contribute were
too simple and straightforward. Future research could assess how
to appeal to users who only become contributors over time.

The Task Requires you to. Drafty often requires people to
contribute or use specialized knowledge you know for data types
requiring domain-specific expertise. While this positively motivates
every group, unpaid contributors, who only made accurate edits
preferred to collaborate with others the most (See Figure 8). Per-
haps collaboration can lead to a greater sense of community and
contributions to helping others, which is why this group preferred
collaboration the most [3, 55]. The average utility score for collabo-
rating reported by unpaid contributors was 10 times higher than
paid crowdworkers. It is possible, paid crowdworkers might view
that collaborating with others could also increase the time to com-
plete. Looking at possible future AI-centric trends in crowdsourcing,
while Drafty does not integrate an AI to help people complete tasks,
there were trends in participant responses. Unpaid contributors
who only made accurate edits had the strongest negative preference
for tasks requiring collaborating with an AI, while they had the
strongest positive preference for collaborating with other people.
Paid crowdworkers were open to the idea of collaborating with AI
to complete a task (Figure 8). This mirrors a growing trend where
AI is being used to recommend tasks [16].

What Happens with your Contribution. When people com-
plete crowd contribution tasks, what happens to the data they
contributed? Is it publicly available in a system for them to go back
and see or edit? Or is it stored in a private database or repository
and never seen again? It can be common in paid crowdsourcing,
where people make contributions and never access the data they
contributed again. Bernstein raised this concern when discussing
his crowd-powered system Soylent [8]. In our results, all groups

had a negative preference for tasks where they could not see or
edit their contribution again. The average utility score for crowd-
workers paid $12 an hour was 25% lower than those paid $16 per
hour (See Figure 7). The more crowdworkers were paid, the less
ownership of their contribution mattered. However, the average
utility scores were similar when comparing paid crowdworkers
who only made accurate edits versus those who did not.

Ensuring contributors (paid and unpaid) can see and edit their
contributions will motivate accurate contributions. The average
utility score for contributions where people can see and edit was 5
times greater for paid crowdworkers who submitted edits versus
those who did not (Figure 8). This trend continued among unpaid
contributors, where the average utility score was 1.6 for those who
made accurate edits compared to 0.0 for those who did not.

Overall, everyone preferred tasks where they could remain
anonymous and their contribution is automatically accepted (see
Figure 7). The main spreadsheet of Drafty enforces these interac-
tions.

4.5 Computing Trade-offs to Optimize
Incentives for Paid Crowdworkers and
Unpaid Contributors

The previous section identifies and discusses how groups make
different trade-offs when selecting crowd contribution tasks. This
section computes the trade-offs for pay level and estimated time to
complete across various attributes and levels. Figure 9 shows how
preferences and motivations shift as pay levels and task time are
manipulated. See Appendix section D for more details.

How to compute trade-offs? A simplemethod to compute trade-
offs is comparing the preference share (i.e., total preference or util-
ity) for a given crowd contribution task compared to a group’s
optimal crowd contribution task. We use partworth functions to
compute trade-offs from the results of a discrete choice experi-
ment [86]. We can measure the trade-offs paid crowdworkers and
unpaid contributors make between two attributes by using their
levels’ average utility scores to understand how to change pay levels
or task times [86].

In this section, we will walk through an initial example of using
pay level per hour and estimated time to complete a task. These two
highly motivating attributes are easy to manipulate when designing
new crowd contribution tasks.

How does reducing estimated task completion time affect
the pay level? We have a task that pays $12 per hour and takes an
estimated 30 minutes to complete. If we can reduce the estimated
time to complete from 30 to 15 minutes, what is the maximum we
can decrease the pay level per hour to maintain the same level of
motivation for this new task that takes less time to complete?

The average utility scores can be used to compute this trade-off.
Figure 5 shows the average utility scores for paid crowdworkers
and unpaid contributors.

For unpaid contributors, using the average utility scores for the
estimated time to complete, we note that reducing the estimated
time will increase the utility (user motivation) to complete the
task by 5.5. How much should we modify the pay level per task
to maintain the same level of utility? Since the pay level’s average
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Figure 7: Preference heatmap Unpaid Contributors and Paid Crowdworkers Part 2 (four attributes with the lowest attribute
importance). This Figure is a heatmap for the Attribute Importance and Utility Score per Level comparing unpaid contributors
and paid crowdworkers. The four attributes with the lowest Attribute Importance had the lowest effect on preference (user
motivation). See Figure 5 for the top four attributes. The attribute name is in the leftmost column. Then, the heatmap shows
the levels per attribute. In the same row as the attribute is the attribute importance formatted as [xx.X%]. Each level’s row
contains its utility score. *Make Edits includes unpaid contributors who only made 100% accurate edits in Drafty.

utility scores decrease as the pay level decreases, we can look at
the difference in relative utility between $12 per hour and $8 per
hour (the next lowest pay level per hour). Going from $12 to $8 per
hour will decrease utility by 3.8.

Equation 2 shows the trade-off for pay level per hour when
reducing task completion time from 30 to 15 minutes for unpaid

contributors to Drafty. The numerator is the difference in the aver-
age utility scores for the two levels we will modify (i.e., estimated
time to complete, 30 minutes to 15 minutes). The denominator is
the difference in the average utility scores for the two levels we
will modify (i.e., estimated time to complete, 30 minutes to 15 min-
utes). The result of this fraction will be multiplied by the difference
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Figure 8: Preference heatmap Edits and Accuracy Part 2 (four attributes with the lowest attribute importance). All survey
participants preferred tasks that primarily focus on intrinsic motivators: contributing their knowledge, completing tasks for
friends and family, or on public/non-profit systems like Wikipedia or Drafty, and making anonymous contributions that are
automatically accepted. Although, paid crowdworkers preferred collaborating with AI, while unpaid contributors preferred
collaborating with other people. Both paid crowdworkers and unpaid contributors who made edits preferred tasks where
they can see and edit their contributions compared to those who did not edit data on Drafty. This Figure is a heatmap for the
Attribute Importance and Utility Score per Level comparing contributors based on the accuracy of their edits or if they edited
data on Drafty. The four attributes with the lowest Attribute Importance had the lowest effect on preference (user motivation).
See Figure 6 for the top four attributes. The attribute name is in the leftmost column. Then, the heatmap shows the levels per
attribute. In the same row as the attribute is the attribute importance formatted as [xx.X%]. Each level’s row contains its utility
score. *Make Edits includes unpaid contributors who only made 100% accurate edits in Drafty.

between the level for the attribute we want to know the tradeoff for (i.e., pay level of $4 per hour).

tradeoff =
|−2.0 − 2.5|
|5.0 − 1.2| · $4 = $4.74 (2)
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Time & Pay $0 $4 $8 $12 $16 Unpaid Time & Pay $0 $4 $8 $12 $16 Unpaid
1 14% 30% 29% 45% 50% Contributors 1 20% 23% 32% 50% 44% Contributors

5 11% 20% 18% 29% 32% 5 16% 23% 32% 41% 45% 100% Accurate

15 12% 22% 22% 34% 36% 15 16% 19% 36% 43% 43%
30 11% 13% 9% 12% 16% 30 15% 7% 9% 16% 22%
60 6% 10% 10% 8% 10% 60 0% 0% 0% 5% 7%

Time & Pay $0 $4 $8 $12 $16 Paid Time & Pay $0 $4 $8 $12 $16 Paid
1 1% 7% 14% 34% 50% Crowdworkers 1 1% 7% 13% 42% 50% Crowdworkers

5 4% 4% 8% 26% 46% 5 0% 1% 16% 20% 44% 100% Accurate

15 4% 4% 7% 23% 42% 15 0% 4% 7% 22% 33%
30 2% 3% 4% 10% 20% 30 0% 1% 0% 19% 7%
60 3% 3% 4% 6% 10% 60 0% 0% 0% 1% 0%

Figure 9: This Figure shows the Preference Share when comparing the optimal crowd contribution task against different
combinations of pay level and estimated time to complete across unpaid contributors and paid crowdworkers (overall and those
who only submitted accurate edits). The teal cell with 50% is the optimal task per group. It is 50% because comparing Preference
Share across two identical tasks would result in a perfect split of preference. People with 100% accuracy prefer shorter task
times but are more willing to do a 5 to 15 minute task for a lower pay level.

Suppose we can reduce the estimated time to complete by 15
minutes for a group of Drafty’s unpaid contributors. In that case,
we can also reduce the pay level per hour by a maximum of $4.74
per hour so the new task maintains the same level of utility or
motivation to the user. For paid crowdworkers following the same
method, reducing estimated task completion from 30 to 15 minutes
would allow us to only reduce by a maximum of $3.35 per hour.
That is because the pay level per hour has a greater effect on paid
crowdworkers’ motivation compared to unpaid contributors; see
the average utility scores for $8 and $12 per hour in Figure 5. For
paid crowdworkers, a reduction of $3.35 per hour from a base level
of $12 would still fit within Prolific’s fair payment guidelines.

How does making a task more interesting affect the esti-
mated pay level per hour? Maybe a requester has had difficulty
attracting paid crowdworkers for a task that appears boring even
though it pays $16 per hour. If they spent time to make the task
interesting, they could decrease the pay level by a maximum of
$3.23 per hour for paid crowdworkers. Prior research shows that
unpaid contributors will make contributions matching their inter-
ests [19, 103]. If a task paying $16 per hour was redesigned to be
more interesting to unpaid contributors, the pay level could be re-
duced by a maximum of $16 per hour. For unpaid contributors who
contribute their time and knowledge, this affects task perception
and aligns contributions with their interests.

How does making a task more interesting affect the esti-
mated completion time? What if you are designing a public data
systemwith lengthy tasks that the average contributor finds boring?
If a 15-minute task was made more interesting, how much longer
would someone spend on the task? This assumes they maintain the
same level of motivation. For unpaid contributors, the task could be
20 minutes longer, while for a paid crowdworker, the task could be
10 minutes longer. Unpaid contributors are willing to spend twice
as long on an interesting task because they are more intrinsically

motivated. Regardless, a requester could save time and money by
increasing paid crowdworkers’ interest in a task.

4.6 Comparing Paid Crowdworker’s
Motivations Across Different Pay-Levels

This section compares the trade-offs paid crowdworkersmake based
by splitting them into three groups based on the pay level per hour
they received on Prolific ($8, $12, or $16 per hour) to complete
editing tasks on Drafty.

Across all groups of paid crowdworkers, the attributes with the
highest feature importance are pay level per hour, the estimated
time to complete a task, and then the perception per task. Overall,
paid crowdworkers’ motivations are similar when paying them
fairly based on Prolific’s guidelines of a pay level of $8, $12, or
$16 per hour. Across all paid crowdworkers, there was a negative
effect on their motivation when the pay level per hour was below
Prolific’s minimum of $8 per hour. Thus, Prolific’s pay level per
hour recommendations mirror the preferences among the paid
crowdworkers who completed our survey.

When looking closer, there are small trends in motivations per
attribute and level when increasing or decreasing the pay level
per hour. The higher we paid a crowdworker to complete a task,
the more they valued a higher pay level when selecting between
hypothetical tasks (see Appendix section D.2). However, this did
not increase their accuracy.

Results show when recruiting paid crowdworkers, the higher
the pay level per hour ($8, $12, and $16 per hour) they were paid,
they also preferred a slightly higher pay level. When increasing
the pay level per hour they also preferred shorter tasks. There is
a 6.2% increase in the attribute importance for estimated time to
complete a task between paid crowdworkers paid $8 per hour versus
those paid $16 per hour. If you reduced the task time from 30 to 15
minutes for a task that pays $12 per hour, what is the maximum
reduction in pay level per hour per paid crowdworker that would
not negatively affect their preferences? The pay level per hour could
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be reduced by a maximum of $3.04 per hour for crowdworkers paid
$16 per hour, $3.39 per hour for crowdworkers paid $12 per hour,
and $3.68 per hour for crowdworkers paid $8 per hour. The higher-
paid crowdworkers are likely trying to maximize their earnings
per hour [39, 44]. Table 3 shows the lower the pay level per hour,
the more likely paid crowdworkers used the money earned from
completing paid crowdsourcing tasks on Prolific as extra spending
money. Overall, our results mirror prior research showing the pay
level per hour is one of the most important attributes for motivating
paid crowdworkers to select a task[90].

4.7 When Pay Level is Lower, Crowdworkers are
more Motivated by Altruistic Tasks than
Interesting Tasks

Figure 5 outlines paid crowdworkers’ perception of the task using
the attribute importance per attribute; see the “Your Perception of
a Task” part of the Figure. For example, how motivating is a task
where “your contribution might help you do not know”? This is
an example of altruistic motivation [69]. This also includes how
“interesting” or “boring” tasks affect motivation.

The more we paid crowdworkers per hour, the greater their in-
terest in a task influenced their preference. The more we paid a
crowdworker, the greater the difference in their preference between
boring and interesting tasks (increases of 2.0, 4.1, and 4.8 for mo-
tivation among crowdworkers we paid $8, $12, and $16 per hour,
respectively). For crowdworkers paid $16 per hour, the interest per
task had a 2.4 times greater effect on preference and motivation
than it did for crowdworkers paid $8 per hour. This does not mean
that crowdworkers paid $8 per hour prefer boring tasks but that
higher paid crowdworkers are seeking more interesting tasks. If
we look at the trade-offs for task interest and pay level, if a task
paying $12 per hour was modified to change it from boring to in-
teresting, the pay level per hour could be reduced by a maximum
of $4.08 per hour for paid crowdworkers paid $16 per hour, and by
a maximum of $1.9 per hour for paid crowdworkers paid $8 per
hour to maintain the same level of preference for the task. Paid
crowdworkers, compensated at $8 per hour, were motivated the
least by “boring” tasks. They were primarily motivated by tasks
where their contribution “might help people they do not know”.

One noticeable difference for crowdworkers (paid $8 per hour
vs. $16) is the preference for tasks where their contribution might
help people they do not know (3.8 vs. 5.7). This is a 50% increase for
those paid $8 per hour. Prior work shows that paid crowdworkers
are motivated by altruistic tasks where they are helping others
and not themselves [69]. However, our results tease apart this ob-
servation further. Crowdworkers, paid fairly but lower, are more
motivated by tasks with altruistic contributions than tasks they
find interesting. A limitation of this observation is that maybe the
crowdworkers who self-select lower-paying tasks are the ones who
gravitate towards tasks they feel are altruistic. At the minimum, as
a requester, paying lower but fair wages can help you attract more
altruistically motivated crowdworkers.

4.8 Paid Crowdworkers Higher Pay does not
Increase Accuracy

Prior research shows there is a law of diminishing return when
it applies to pay level and the quality of work submitted by paid
crowdworkers [63]. We compensated paid crowdworkers based
on the pay levels per hour ($8, $12, and $16 per hour) required by
Prolific. Among paid crowdworkers, the overall accuracy per pay
level is 73% for $16 per hour, 76% for $12 per hour, and 79% for $8 per
hour. When comparing the number of correct and incorrect edits,
a Shapiro-Wilk test for normality reveals the data is not normally
distributed. A Kruskal-Wallis H-test reveals no difference between
the pay level awarded per paid crowdworker and the accuracy of
their edits. There are also no noticeable differences across accuracy
per data type among the different pay levels. These results show that
while paid crowdworkers indicated increased pay levels are highly
motivating, this did not result in more accurate contributions.

4.9 Unpaid Contributors are More Accurate
than Paid Crowdworkers

Table 4 shows that everyday unpaid visitors were more accurate
across contributions to every data type (i.e., column) within Drafty.
Notably, everyday unpaid contributors were 1.9 times more accu-
rate than paid crowdworkers when submitting edits for a profes-
sor’s join year. Also, everyday unpaid contributors were 1.5 times
more accurate than paid crowdworkers when submitting edits for
a professor’s subfield area of expertise. These results mirror prior
research on a similar dataset [103]. However, our paper’s results
provide more internal validity because all edits were submitted to
the same system during the same period using the same system,
answering a call for future research [103].

Among unpaid contributors and paid crowdworkers, one com-
mon error was submitting nothing for Bachelor’s degree when
adding new rows of data. Hand-checking edits for Bachelor’s or
join year often required visiting and reviewing multiple sources,
such as a professor’s webpage or CV. This increased effort to find
information likely demotivated people to take the extra time to ver-
ify the correctness of their proposed edits. Common errors among
paid crowdworkers included:

(1) Submitting another year from a professor’s webpage or ma-
terials as their join year.

(2) Submitting blank values for where a professor received their
Bachelor’s degree.

(3) Confusing Artificial Intelligence and Machine Learning.
(4) Cannot identify a primary research area among multiple

reported research areas on a professor’s materials.
(5) Adding non-tenure track or emeritus faculty as new rows.

Some of these errors indicate a lack of effort to keep looking for
the correct information. While other errors, especially for subfields
(i.e., primary research area), demonstrate a lack of domain-specific
knowledge among paid crowdworkers. While paying more money
might provide the incentive to keep looking for difficult-to-find
information, directly integrating data sources into Drafty using
services like WikiData or ChatGPT might prove to be more benefi-
cial in reducing the time and effort required to verify and submit
accurate edits.
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Paid crowdsourcing income used for... $16 per hour $12 per hour $8 per hour

Extra spending money 50.0% 74.1% 82.1%
Helps pay some bills and expenses 40.0% 22.2% 17.9%
Helps pay the majority of bills and expenses 3.3% 0.0% 0.0%
Only source of income 6.7% 3.7% 0.0%

Table 3: Among the paid crowdworkers who completed the survey, the higher they were paid per hour, the more likely they
relied on the money from completing tasks to pay at least part of their expenses. Notably, half of the highest paid crowdworkers
($16 per hour) relied on money earned from paid crowdsourcing to pay at least part of their expenses.

All Add Delete Full Uni- Join Sub- Bach-
Edits Row Row Name versity Year field elors PhD

Unpaid Contributors
Accuracy 96% 100% 100% 98% 98% 94% 96% 87% 98%

Edits Checked 341 46 7 41 48 50 52 54 43

Paid Crowdworkers
Accuracy 76% 73% 94% 98% 50% 63% 78% 79%

Edits Checked 340 63 46 46 46 46 46 47

Chi-Squared Test Comparing Unpaid Contributors and Paid Crowdworkers
p-value <0.001 <0.001 1.0 <0.001 <0.001 <0.001 0.370 <0.001

𝜒2 51.5 11.3 0 0 21.3 15.1 0.8 5.9
Table 4: Unpaid contributors (i.e., everyday visitors) to Drafty made accurate edits at a higher rate than paid crowdworkers.
Paid crowdworkers often misinterpreted a professor’s subfield area of expertise and submitted nothing or the incorrect year
a professor joined a university. The most common error among all users was leaving the Bachelor’s blank. After reviewing
individual professors’ web pages, finding what university granted someone’s Bachelor’s degree often required viewing their CV
or LinkedIn profile page. There were no tasks that required paid crowdworkers to delete rows of data.

4.10 Qualitative Results: The Lower the Pay the
more Intrinsic Motivation

During the survey, participants could freely answer two open-ended
questions: Q1) “What motivates you to voluntarily contribute to
public data systems like Wikipedia, WikiData, or Drafty?” and
Q2) “What motivates you to complete paid crowdsourcing tasks on
platforms such as Prolific, Amazon Mechanical Turk, or UserTest-
ing.com?”. Out of the 121 participants, 100 provided an answer to
at least one of these questions. We performed a content analysis on
Q1 to determine if participant motivation to contribute to public
data systems was extrinsic or intrinsic. Table 5 summarizes the
results, showing that while all types of our participants shared
some intrinsic motivators, the more someone was paid, the more
they were likely to be extrinsically motivated. These results mirror
our other results, showing how even among paid crowdworkers,
those who were paid more were also more extrinsically motivated
to contribute.

Participant responses aligned overall with the attributes and
levels of the discrete choice experiment. Some participants men-
tioned contributing because of monetary compensation, as P11
(paid crowdworker) explained, “[I contribute for] rewards systems,
money, if those two things are not available if I know the infor-
mation without having to spend time researching it [then I will
contribute].” Other participants mentioned that contributing might

benefit others or their community. P65 (paid crowdworker) high-
lighted the public benefit of their contribution, “[I contribute be-
cause] it’s for the public good. Someone, somewhere, will eventually
benefit from the information I’m adding.” Some participants high-
lighted their own interest, either in the platform or in how the data
might be helpful to them. P58 explained that they felt motivated to
contribute “if the task is at least somewhat interesting and if I feel
that my contribution is helpful/useful in any way”.

5 Key Takeaways
In this study, we identify the factors and trade-offs that impact the
motivation of unpaid contributors and paid crowdworkers when
selecting tasks to contribute their time, effort, and knowledge. In do-
ing so, we better understand how crowd contribution tasks should
be developed to motivate accurate contributions.

We find that tasks related to crowdworker interests or expertise
are more motivating. Subsequently, when tasks are more intrinsi-
cally motivating to paid crowdworkers, they are more willing to
complete longer tasks or have a lower pay rate. Our results also
show that highly accurate paid crowdworkers were more intrinsi-
cally motivated than inaccurate paid crowdworkers. Their primary
motivation was to help others, which was equally important to
the estimated task length. Furthermore, we found that among our
paid crowdworkers, what we paid them per hour did not impact
accuracy. For a Systems Recommendation, we suggest that paid
crowdsourcing platforms should develop filtering criteria to match
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Portion of responses with an intrinsic motivation to contribute

Participant Type to public data systems to paid crowdsourcing platforms

Unpaid Contributor 100% 50%
Paid Crowdworker ($8) 89% 31%
Paid Crowdworker ($12) 70% 22%
Paid Crowdworker ($16) 69% 7%

Table 5: We labeled survey responses to the optional questions “What motivates you to voluntarily contribute to public data
systems like Wikipedia, WikiData, or Drafty?” and “What motivates you to complete paid crowdsourcing tasks on platforms
such as Prolific, Amazon Mechanical Turk, or UserTesting.com?”. Our qualitative results show that while everyone shares some
intrinsic motivators, the more someone was paid, the more they were intrinsically motivated. This mirrors prior results from
our discrete choice experiment. We note that only 100 total participants across all survey respondents answered at least one
question. Therefore, our reported percentages only reflect a subset of participants represented in our experiment.

the content and requirements of tasks to the interests of paid crowd-
workers. This way, requesters can find a pool of workers whose
intrinsic motivations match their task, leading to more motivated
and accurate workers.

In this study, we compared paid crowdworkers and unpaid con-
tributors in a controlled environment and over the same time period.
We found that in our study, unpaid contributors are more accurate
overall than paid crowdworkers, regardless of pay rate or interest
in the task. Interestingly, in line with our finding that more accu-
rate paid crowdworkers were more intrinsically motivated, we also
find that unpaid contributors, in general, are more motivated by
intrinsic factors, such as helping their community or their perceived
usefulness of the data. The motivation of unpaid contributors was
also less impacted by the extrinsic factors of pay rate or time to
complete the task than paid crowdworkers. For a Systems Recom-
mendation, we recommend the long-term maintenance of data
and information; creating a community of intrinsically motivated
unpaid contributors is more beneficial than continuously relying
on paid crowdworkers. This mirrors prior research fromWikipedia,
WikiData, and MovieLens [3, 112].

Across all contributors, we find a preference for control over
one’s contribution and over one’s own self-presentation on the plat-
form. Contributors preferred to have credit for their contributions,
the ability to edit their contributions after the fact, and the ability to
choose to have their edits be anonymous. Among paid crowdwork-
ers, the higher their current pay, the less these preferences impacted
their motivation. We also find that the gamification mechanism
of points or credits built over time by completing tasks had the
strongest negative effect on user motivation across the whole study.
This finding suggests that in the context of our niche system and
dataset, gamification may not be an effective method to encourage
participation. Finally, as mentioned previously, pre-existing knowl-
edge or interest in a topic was a strong motivator to contribute and
an indicator of accuracy across all contributors. This suggests that
researchers should strive to recruit people with pre-existing knowl-
edge or interest in the task. Contributors were also motivated to a
lesser extent by the opportunity to learn new skills as part of their
contribution, presenting another option for increasing motivation
when pre-existing knowledge or special skills are not useful. For a
Systems Recommendations, we encourage designing systems
and mechanisms to create intrinsic motivators from the system’s

data. For example, creating publicly shareable insights from the
information or data. This should provide a perpetual mechanism to
recruit a community of like-minded and accurate contributors.

Overall, our findings suggest that crowd-powered systems can
increase user motivation and appeal to highly accurate contributors
by focusing on improving contributor perceptions of the task. Con-
tributors find tasks that are interesting, anonymous, educational,
or beneficial for their community to be more motivating. Meaning
that they are more willing to take on longer tasks for less pay when
these motivating factors exist. By that same note, tasks with less
intrinsic motivation can be compensated for by improving the pay
level or reducing the time to complete them. From the opposite
perspective, our findings suggest that tasks should avoid asking
for personal information, requesting actions that contributors find
unethical, and requesting contributions through online bots or
for-profit companies. In Section 6 we provide additional Systems
Recommendations for how systems, platforms, and researchers
can design hybrid systems appealing to both paid crowdworkers
and unpaid contributors.

6 Recommendations for Hybrid Paid and
Unpaid Public Data Systems

Our study aims to better understand the motivators behind crowd
contributions in public data systems. This study was possible be-
cause of our longitudinal effort to create an engaged community
of unpaid contributors in Drafty, overcoming a challenge posed by
previous researchers [30, 103].

To design our discrete choice experiment, we combined a long
history of prior research on intrinsic and extrinsic motivators in
crowd power work (see Section3.2.2). Our work, to the best of our
knowledge, is the first within human-computer interaction to simul-
taneously study these motivational factors using a discrete choice
experiment with intrinsically and extrinsically motivated contribu-
tors in a real-world system. Compared to prior work, our discrete
choice experiment’s results provide quantitative evidence of how
each motivational factor affects user preferences for crowd contri-
bution tasks. Future researchers, requesters, and system designers
can use out attribute importance and utility scores to develop and
improve fair and equitable crowd contribution systems.

To this end, we specifically asked:
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RQ1 Whomakes more accurate contributions: paid crowdworkers
or unpaid contributors?

RQ2 How do the motivations of highly accurate vs. inaccurate
contributors differ?

RQ3 What attributes and levels for crowd contribution tasks uni-
versally motivate a public data system’s paid crowdworkers
and unpaid contributors?

RQ4 What attributes and levels for crowd contribution tasks
should be individuated per group of users (paid crowdwork-
ers vs. unpaid contributors)?

Here, we address all of these questions and how these findings
may inform future research and development.

6.1 RQ1) Unpaid Contributors are More
Accurate than Paid Crowdworkers

As mentioned previously, within our niche system focusing on peo-
ple editing a tabular dataset of Computer Science faculty profiles,
we find that unpaid contributors are more accurate than paid crowd-
workers. This result holds regardless of crowdworker pay rate or
interest in the task. It is also true across all column types, even sub-
field areas of research, which require domain-specific knowledge
to understand. Past research shows a similar relationship when
studying paid crowdworkers [34, 92]. Our results provide more
internal validity for other findings that compared the editing behav-
iors of paid crowdworkers and unpaid contributors using different
systems, different versions of a dataset, and at different times [103].
Our study controls for all of these validity issues by studying all
contributors (paid and unpaid) using the same system and dataset
simultaneously.

Our research focuses on a singular tabular dataset of Computer
Science profiles with hundreds of thousands of visitors, much like
another singular system, Movielens [112]. Within our narrow com-
munity of Computer Science, we believe the unpaid contributors
are more accurate because our system, Drafty, has been developed
over 9 years to cater to the community’s needs and requests. People
often request the raw dataset to run analyses, many of which are
publicly available through various websites and sources1:

• Data analysis about professors, rankings, best papers, and
stipends2.

• CS Faculty Composition and Hiring Trends [source data:
Drafty CS Professors [104]].

• Bias in Computer Science Rankings [source data: CS Open
Rankings [101]].

Our system continually benefits from unpaid contributors with a
strong interest in the dataset because its accurate data benefits our
community. We do not require user logins, so anyone can arrive at
the system and immediately add or edit data. Our system mirrors
many of the positive attributes and levels discussed in this study.

1https://github.com/brownhci/drafty
1https://jeffhuang.com/computer-science-open-data/

6.2 RQ2) Accurate Contributors are More
Motivated by Intrinsic Factors, Inaccurate
Contributors are More Motivated by
Extrinsic Factors

We find that unpaid contributors are more intrinsically motivated
than paid crowdworkers. This may be due to selection bias, as paid
crowdworkers could only find the task based on the implied extrin-
sic motivation of pay to complete the task. Thus, paid crowdworkers
are more likely to be motivated by extrinsic factors. However, even
within paid crowdworkers, we find that more accurate contributors
are intrinsically motivated. This replicates prior research [69, 88]
while adding new insights for requesters since our crowdworkers
were paid according to the guidelines from Prolific. This may in-
dicate that intrinsic motivation leads to motivation to complete
the task well. It may also imply that people more knowledgeable
about this kind of task are more likely to complete it correctly and
are more intrinsically motivated; thus, they self-selected the task.
Regardless, this points to the idea that one way to increase accu-
racy for paid crowdworkers is to directly appeal to their intrinsic
motivators.

6.3 RQ3) Universal Motivators are Pre-Existing
Knowledge, Interest in the Topic, and
Contributions that Will Benefit Others

Our results provide evidence of attributes that universally motivate
extrinsically motivated users (paid crowdworkers) and intrinsically
motivated users (unpaid everyday visitors). We find universal at-
tributes describing a crowd contribution that motivate everyone
(helping others, contributing your specialized knowledge, the task
is interesting, tasks are quick to complete, completing tasks for
friends, automatically accepting contributions). Our results build
on prior research showing how important intrinsic motivators
and altruistic causes are to elicit high-quality contributions [70].
While some results mirror previous research, like friendsourcing,
by Brady et al. [10], our quantitative results allow someone to
know exactly how much friendsourcing can motivate contributors
compared to other methods like Bots on social media advertising
tasks to contribute [91]. Compared to prior work, we study all of
these motivations simultaneously using a discrete choice experi-
ment [19, 88] and ground these results by observing the real-world
editing behaviors of our participants in our system Drafty. We build
on prior work and answer calls for future research to mix extrin-
sically and intrinsically motivated contributors in our real-world
system [13, 30, 88, 103]. Our study provides quantitative evidence
of what universally motivates contributors.

Building on our findings on what universally motivates contrib-
utors regardless of pay level, we developed the following recom-
mendations to help future system designers and requesters develop
fair and equitable crowd contribution tasks for paid crowdworkers
and unpaid contributors:

(1) Task Perception: Communicate clearly how the task is ethical
and how it will be used to help others.

(2) Task Perception and Reason to Complete: Engage potential
contributors in online communities with related interests,
expertise, or hobbies related to your dataset. Gain feedback

https://github.com/brownhci/drafty
https://jeffhuang.com/computer-science-open-data/
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to develop features to help contributors learn new or special
skills while contributing.

(3) Pay Level and Task Perception: If payment is not an option,
you can rely on people voluntarily contributing or relying on
a public system, for example, Wikipedia, WikiData, Drafty,
public Google Sheets, or MovieLens.

(4) Pay Level: If payment is an option to recruit contributors,
pay at least $8 an hour, although $12 is recommended.

(5) Task Time: Develop features to allow contributors to con-
tribute in 1 minute or less. Tasks should take no longer than
around 15 minutes to complete.

(6) Task Time and Effort: When developing features for people
to contribute, reducing the time to complete is better than
reducing the effort required.

(7) Task Requirements: Recruit users with the interest and exper-
tise who can contribute or use their specialized knowledge
to increase the quality of your dataset.

(8) Task Requirements: Do not require people to create user
accounts or provide personal information.

(9) What Happens with a Contribution: If possible, contributions
should remain anonymous, be automatically accepted, and
be stored in a public place where others can see and edit the
contributions.

(10) Who is Asking: When asking people to contribute, ensure
there is a human representing the request, not a bot or a
company. If possible, create an engaged community of con-
tributors and employ social features to create friendships
and a sense of community.

Our public data system we developed over 9 years mirrors these
recommendations. It has appealed to a community of users inter-
ested in Computer Science faculty profiles. Students go to Drafty to
find advisors; others use its data to analyze hiring trends in different
research areas. Drafty allows anyone to edit anything freely and
anonymously, creating an ongoing sense of community and col-
laboration [3]. We slowly built a public data system over multiple
years, creating a community that wants a quality dataset because
it can benefit them.

6.3.1 Recommendations for Popular Platforms and Systems to Uni-
versally Motivate Contributors. Based on our findings we provide
several system recommendations for popular platforms and sys-
tems. We preface this by emphasizing to the readers that these
are all amazing systems with strong contributions to the scientific
community and society.

We propose that Wikipedia and WikiData could support truly
anonymous contributions. They should eliminate the need to cre-
ate an account or publicly post contributors’ IP addresses if that
contributor does not have an account [3, 37]. In Drafty, we im-
plemented anonymous browser cookies where information was
stored securely on the server side, so contributors are only linked
to the browser they used. We also support a non-email email user
login system, where individuals can create accounts using only
a username they choose. We additionally propose that WikiData
could simplify its interface to reduce the time and effort to con-
tribute to its open knowledge graph. Currently, its interface hinders
users’ understanding of the various links and references between

data [68]. Recent research has developed interfaces to reduce the ef-
fort of Bi-lingual WikiData editors [45]. We recommend developing
interfaces to automatically and bi-directionally translate tabular
data to and from Wikidata to ease the initial burden of editing
while educating contributors on the complex graph references in
WikiData [74, 80, 98].

MovieLens is a public data system with a long history of amazing
research contributions to personalized recommendations, and the
homepage shows how its data is used for others [17]. However, like
Wikipedia and WikiData, users must provide personal information
to access the data and contribute. Movielens does an excellent
job of providing quick, low-effort contribution tasks, like tagging
and rating movies. However, Movies can often be a social activity.
While Movielens provides a sense of collaboration through public
lists and tags, it lacks social features. Based on our results, the
developers could add collaboration features that allow friends and
family members to contribute. Additionally, Movielens has a cold
start problem for providing personalized recommendations [73].
Providing social aspects to motivate contributions might provide a
human-centric method to help solve this issue.

The Zooniverse platform has attracted numerous volunteers
to contribute to citizen science projects focusing on challenging
scientific labeling tasks [94]. It does not require people to create
accounts to contribute, thus allowing anonymous contributions
to aid datasets for the common good and scientific communities.
However, newcomers often lack specialized knowledge and face
technical hurdles that increase the time and effort to overcome this
knowledge barrier [97]. We recommend presenting simpler tasks
with previous answers to give the contributors an initial sense of
accomplishment. Thus helping them learn something new with as
little effort as possible.

We recommend that paid crowdsourcing platforms like Amazon
Mechanical Turk could adopt Prolific’s fair payment guidelines. Or,
at the minimum, requesters can ensure their tasks, regardless of
the invisible labor in crowd work [99], are fairly paid. While these
platforms feature messaging systems, they could support more so-
cial features to foster long-term relationships between requesters
and paid crowdworkers. Previous research shows improved rela-
tionships and trusted crowdworkers are highly accurate [8, 78, 103].
Also, these platforms could provide improved filters, focusing on
intrinsic motivators or showing the task provides AI assistance to
match requesters and paid crowdworkers on tasks. The platforms
could allow paid crowdworkers to see a task’s estimated time to
complete, effort, and pay level per hour update in real-time as others
complete the task.

6.4 RQ4) Individuated Suggestions for Paid
Crowdworkers and Unpaid Contributors

Every crowd-powered system has different constraints. Some must
rely on paid crowdworkers to complete lengthy tasks, and oth-
ers rely on unpaid contributors. We recommend identifying your
system’s constraints and building features to increase user motiva-
tion to overcome them. However, these constraints make building
systems complex [6]. This is because different attributes affect con-
tributor motivation differently (see Figure 10), and tasks must be
individuated when possible to maximize user motivation.
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Figure 10: Preference Differences for Attributes: Unpaid Contributors vs. Paid Crowdworkers. Compared to paid crowdworkers,
unpaid contributors are more motivated by their perception of the task, what the task requires them to do, and who asks them
to complete the task. Developing systems for unpaid contributors could only focus on features that align with these attributes.
This figure shows the percentage difference in attribute importance comparing unpaid contributors to paid crowdworkers.

You can design systems to overcome these constraints by under-
standing how different attributes and levels for crowd contribution
tasks should be individuated for your contributor population (paid
crowdworkers or unpaid contributors). Using our utility scores
per level (see Figures 5 and 7) to understand what motivates your
targeted contributor population, you can optimize your tasks to
increase user motivation. Below, we describe two hypothetical task
design scenarios for paid crowdworkers and unpaid contributors.

We will develop features and change our task design using the
utility scores from our discrete choice experiment as a guideline.
Thus, we show a practical approach for using our results that oth-
ers can replicate when designing their systems and tasks. The lists
of attributes, levels, and utility scores below are formatted as at-
tribute, level (utility score) from the column “Unpaid Contributors”
or “Paid Crowdworkers” in Figure 5 or Figure 7). We identify levels
relating to a task’s [constraint]’s and levels that should maximize
motivation for each group of contributors.

6.4.1 Paid Crowdworkers: Limited Funds and Lengthy Tasks. Imag-
ine you want to create a new tabular dataset of STEM faculty pro-
files from the top 500 universities in the world. You lack the time
and expertise to create a full system, so you use Google Sheets
to recruit paid crowdworkers to collect the dataset [78]. You re-
move access to Google Sheets after data collection to protect your
data. Prior research shows that paid crowdworkers editing tabular
and structured data can be innacurate [103, 112]. So, to motivate
the crowdworkers, you offer small bonuses if they do exceptional
work [110]. However, because of this decision and your limited
budget, you can only pay the crowdworkers $8 per hour. When you
pilot the task, it takes around 30 minutes to complete because you

have lengthy instructions and a survey collecting demographics,
and it can be complex to understand STEM faculty’s research areas
across multiple disciplines [103]. Worst of all, you realize it may be
mundane to find and read faculty websites repeatedly. Your task
for paid crowdworkers paid $8 per hour could be represented as:

(1) Pay Level: $8 per hour (1.7) [constraint]
(2) Estimated Time to Complete: 30 minutes (-3.1) [con-

straint]
(3) Your Perception of the Task: The task looks boring (0.1)

[constraint]
(4) Who Asks you to Complete the Task: Paid Crowdsourc-

ing system (i.e., Prolific) (-0.2) [constraint]
(5) Your Reason to Complete a Task: You might be paid for

doing exceptional work (-2.4)
(6) What Happens with your Contribution: You do not own

it (you cannot see or edit it) (-3.5) [constraint]
(7) Task Difficulty:Moderately difficult to complete (0.0)
(8) The Task Requires you to: Provide your personal infor-

mation (-4.3)
The sum of the utility scores from above is -11.7. You fear it might
be challenging to motivate and recruit accurate paid crowdworkers.
To improve your task design in Prolific we can modify parts of
the and develop new systems to improve our constraints. 1) First,
we remove the survey so they do not have to provide personal
information. 2) We remove the bonus structure and use the extra
money to increase our pay level to $12 per hour. 3) We use Google
Apps Script to add a feature to automatically search the web and use
AI to look up potential professors from universities preemptively.
This makes the task less boring, reduces instructions, and helps
people complete it in 15 minutes [99]. 4) We designed a new feature
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using Google Apps Script when someone finishes adding data, the
feature automatically computes insights using the dataset and the
paid crowd workers contributions so they can learn something
new [21, 82, 93]. 5) The last change is we decide to inform the paid
crowdworkers we are leaving the Google Sheets open and they get
a copy of their responses. How would our task now look to a paid
crowdworker paid $12 an hour instead of $8?

(1) Pay Level: $12 per hour (8.3) [constraint]
(2) Estimated Time to Complete: 15 minutes (2.7) [constraint]
(3) Your Perception of the Task: Your contribution might help

people you do not know (5.5)
(4) Who Asks you to Complete the Task: Paid Crowdsourc-

ing system (i.e., Prolific) (-0.2) [constraint]
(5) Your Reason to Complete a Task: Your contribution ben-

efits you personally (0.8)
(6) What Happens with your Contribution: You own it (you

can see and edit it) (1.3) [constraint]
(7) Task Difficulty: Moderately difficult to complete (0.3)
(8) The Task Requires you to: Complete the task with Artifi-

cial Intelligence (0.6)
We have improved the sum of the utility scores to 19.3 by cre-

ating two new features with Google Apps Script to piggyback off
Google Sheets [28] and making other simple changes that have a
positive effect specifically for crowdworkers paid $12 per hour. We
primarily modified the attributes that mattered the most to paid
crowdworkers paid $12 per hour, improving our task’s extrinsic
and intrinsic motivations based on the attributes from Figure 10.

6.4.2 Unpaid Contributors: Challenging Tasks for Unfamiliar People.
Imagine you are leading a new citizen science effort to attract unpaid
contributors on Zooniverse to label challenging scientific data [94].
For example, unpaid contributors must learn to identify exoplanets
(to find potentially habitable planets) from satellite images [15]. It
takes 60 minutes to learn a new skill and label the images. And
once they have submitted a contribution, it typically cannot be
directly edited. However, their efforts will contribute to data that
could benefit their friends, family, and humanity one day. Your task
for unpaid contributors could be represented as:

(1) Pay Level: $0 per hour (-10.7) [constraint]
(2) Estimated Time to Complete: 60 minutes (-9.1) [con-

straint]
(3) Your Perception of the Task: Your contribution might help

your peers or community (8.0)
(4) Who Asks you to Complete the Task: Volunteer (1.9)
(5) Your Reason to Complete a Task: You will learn a new or

special skill (3.7)
(6) What Happens with your Contribution: You do not own

it (you cannot see or edit it) (-4.1) [constraint]
(7) Task Difficulty: Very difficult to complete (-3.1) [constraint]
(8) The Task Requires you to: Learn something new (1.1)
The sum of the utility scores from above is -12.3. Thus, it is

unlikely that unpaid contributors will be motivated to complete
this task. To improve your task design in Zooniverse we can develop
two features to increase user motivation for our task. 1) We reduce
task time to 30 minutes by creating a new personalized learning
sequence to help train new users by comparing their answers with
expert annotators building on ideas from LabInTheWild [87]. 2) We

create a subreddit where unpaid contributors can make friends with
other contributors and collaborate with them [107]. Unlike prior
research on Reddit [9], our results show that unpaid contributors
are highly motivated by collaborating with others and helping
friends and family. What would be some new attributes we could
emphasize based on these features?

(1) Estimated Time to Complete: 30 minutes (-2.0) [con-
straint]

(2) Your Perception of the Task: Your contribution might help
your peers or community (8.0)

(3) Who Asks you to Complete the Task: A friend (4.7)
(4) The Task Requires you to: Collaborate with other people

to complete the task (3.2)
We have improved the sum of the utility scores to 10.7, primarily

building features to reduce task time and then creating social col-
laborations to increase unpaid contributors’ intrinsic motivations
based on the attributes from Figure 10.

7 Limitations
This research focuses on combining ideas from prior research, our
efforts in developing our public system over 9 years, and a pilot
study to select attributes and their associated levels to run the sur-
vey. To the best of our ability, these attributes and levels relate to a
contributor’s preference to select different crowd contribution tasks.
While the study was conducted using our system, we systematically
tried to select attributes that described typical crowd contribution
tasks for paid crowdworkers and unpaid contributors alike. While
this is the first attempt to combine this type of discrete choice ex-
periment with human-computer interaction, we acknowledge that
this is limited to a particular dataset on one topic: CS professors.
While we have attracted hundreds of thousands of visitors, we do
not have the same history as similar research efforts on datasets
with a singular focus, such as Movielens [112]. We hope that future
researchers will build and improve upon our methods with different
communities and datasets.

Vandalism of data is a threat to the data quality for many pub-
lic systems where people freely make contributions, ranging from
Reddit [67] to Wikipedia and WikiData [36]. Our results for paid
crowdworkers show multiple cases of people intentionally submit-
ting bad data. For example, a submitted professor who is not a
real person or whose profile was missing half its data. Our results
for unpaid contributors showed no evidence of vandalism or lazi-
ness. The most common contribution mistake was not including
where a professor received their Bachelor’s degree. It is possible
that Drafty’s everyday unpaid contributors do not vandalize the
dataset because of its value to their community. Because the data of
Drafty is valuable specifically to the computer science community,
the contributors in this study were likely very skewed towards
users with interest and experience as computer scientists, who are
also likely to be more technologically proficient than the average
person. This may have skewed our results, so we suggest that future
work look at other populations.

Future work should explore additional datasets and systems in
combination with attributes and levels as contributors’ motivations
evolve. For example, future work could replicate our study design
to answer the call to study the differences in motivation between
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novice and expert paid crowdworkers [35]. Likewise, every per-
son who took our survey had some interest in Computer Science
professors as they either freely visited Drafty or accepted a paid
task on Prolific. This study design decision was intentional so their
stated preferences from the survey could be compared with their
real-world behavior within Drafty. Future work should study how
the motivations might differ based on different datasets and even
different datasets in the same system.

8 Conclusion
Our discrete choice experiment survey study features real-world
users of our public system Drafty. We simultaneously study the
preferences, motivations, and editing behaviors of Drafty’s normal
everyday unpaid contributors with paid crowdworkers we recruited
from Prolific. We answer the call of prior research to provide exter-
nal validity to the results of our discrete choice experiment [83], by
combining participant’s preferences in crowd contribution tasks
from our discrete choice experiment with their real-world editing
behaviors (accuracy per edit) from Drafty. By simultaneously study-
ing the editing behaviors and motivations of unpaid contributors
with paid crowdworkers, we have answered multiple calls for future
research to study extrinsic and intrinsic motivators with real-world
behaviors in-the-wild [13, 30, 88, 103]. While our study focuses on
one specific public tabular dataset, Computer Science faculty, we
developed our discrete choice experiment to provide insights that
could influence and help other crowdsourcing and peer production
researchers to build systems and tasks to contribute.

Our results show that pay level per task, estimated time to com-
pletion, someone’s level of interest, and their contributions helping
others are the strongest motivators for contributing. However, paid
and unpaid contributors make different trade-offs when consider-
ing these motivators. Paid crowdworkers prioritize pay level and
time to complete, while unpaid contributors are willing to complete
longer intrinsically motivated tasks that pay less. Notably, partici-
pants who only made accurate edits within Drafty also preferred to
take less pay for tasks that aligned with their interests and allowed
them to contribute their specialized knowledge to help others. This
aligns with prior paid crowdsourcing research [19] but expands this
finding across the everyday users (non-crowdworkers) of our public
system. The utility scores from our study can be used by people
designing crowd contribution systems for paid crowdworkers and
unpaid contributors. Hopefully, this moves us towards a fairer and
more equitable future when designing crowd contribution systems,
where incentives to contribute are balanced with user preferences.

The results of this discrete choice experiment are by no means a
stopping point. This study could be conducted with users of other
systems or recruited from popular platforms such as Wikipedia. Do
those users have the same universal motivators as Drafty’s users?
Or do they make the same type of trade-offs when selecting tasks?
These limitations are prime for future study as what motivates
us evolves. Our pilot (2022) and main study (2023) reveal upward
trends from paid and unpaid users who are more open to using AI
within their crowd contribution tasks. Deploying discrete choice
experiments within the contribution loop could help us develop
future systems that integrate AI and other new features when
needed and when the users feel comfortable using them.
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A Qualtrics Method for Balancing Choice Sets
The algorithm generates random bundles for each attribute and
level, then checks each choice set to ensure relative balance in the
number of times someone sees each level. Qualtrics’ algorithm does
not force each level to appear the same number of times per partic-
ipant. Qualtrics uses a randomized, balanced design approach to
ensure the choice sets are varied and present all levels to each par-
ticipant. This approach combines well with Hierarchical Bayesian
estimation techniques, which Qualtrics uses to analyze participant’s
choice data.

Qualtrics’ design ensures that the difference between the level
seen the most per participant and the level seen the least is no more
than a deviation of two. If Qualtrics fails to generate twenty choice
sets that do not meet these criteria, it regenerates them again until
the criteria are satisfied.

Please see Qualtrics white paper for more details on their meth-
ods https://www.qualtrics.com/support/conjoint-project/getting-
started-conjoints/getting-started-choice-based/conjoint-analysis-white-
paper/.

B Task Instructions for Paid Crowdworkers on
Prolific

Prolific was used to post all paid crowdsourcing tasks. An example
title used on the posts was “Help Build a Dataset of Computer Sci-
ence Professors - University of Arizona.” The instructions posted on
Prolific for the paid crowdworkers include the following messages:

INITIAL MESSAGE You are invited to take part in a Brown
University research study. Your participation is voluntary. :)

PURPOSE This study focuses on collecting information about
specific computer science faculty members. Drafty is a public data
system with thousands of computer science faculty profiles from
the US and Canada.

PROCEDURES You have to add one new professor from the
[UNIVERSITY NAME], not currently listed in Drafty. One row
consists of a professor’s:

(1) Full Name
(2) University (where they work at)
(3) Join Year (the year they started as a professor at that univer-

sity)
(4) SubField (their primary research area)
(5) Bachelors (the university where they got their bachelor’s

degree)
(6) Doctorate (the university where they got their PhD)
Steps
(1) Open this link ([URL to faculty webpage for the university])

to visit this faculty listing page. Keep this page open.
(2) Visit Drafty using Prolific’s study link (Open the study link

in a new window)
(3) Compare the professors listed on Drafty with the webpage

from step 1.
(4) Add onemissing professor to Drafty. This is a professor listed

on their webpage but not on Drafty.
(5) To add a new row, please select the white text "Add Row" in

the blue bar at the top of the page. After adding a new row,
you see a modal pop-up windowwith the Prolific completion
code at the bottom.

https://www.qualtrics.com/support/conjoint-project/getting-started-conjoints/getting-started-choice-based/conjoint-analysis-white-paper/
https://www.qualtrics.com/support/conjoint-project/getting-started-conjoints/getting-started-choice-based/conjoint-analysis-white-paper/
https://www.qualtrics.com/support/conjoint-project/getting-started-conjoints/getting-started-choice-based/conjoint-analysis-white-paper/
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*They must be a tenure-track professor who can solely advise
a CS PhD student. They should have the title Assistant Professor,
Associate Professor, or Full Professor.

COMPENSATION You will receive a base payment through
Prolific for adding one new row of data to Drafty. You must add a
new professor.

By recruiting Drafty’s everyday visitors, we can compare their
stated preferences for contributing to tasks with their real-world
behavioral data collected within Drafty. For example, did they con-
tribute data, or were they lurking? Thus, providing evidence of
what motivates people who contribute to an existing public data
platform such as Drafty.

B.1 Universities for Paid Crowdworkers on
Prolific

University Pay Level per hour

Case Western Reserve University $8
George Washington University $16
Georgetown University $12
Illinois Institute of Technology $12
Rensselaer Polytechnic Institute $12
Temple University $16
University of Arizona $8
University of California, Davis $16
University of Delaware $8
University of Florida $12
University of Houston $16
University of Maryland, Baltimore County $8
University of Oregon $12
University of South Florida $8
University of Tulsa $16
Table 6: The universities used to create tasks on Prolific.
There are five universities per pay level. The new universities
added to Drafty as part of the study were the Illinois Insti-
tute of Technology, Temple University, and the University of
South Florida. These were added to provide paid crowdwork-
ers and unpaid contributors with around 25 new professors
to add per university. The other universities listed were uni-
versities with the longest duration since a new professor was
added in Drafty.

C Nonsensical Survey Responses
In crowdsourcing studies, nonsensical responses can most fre-
quently occur in mandatory questions requiring text answers in
the pre-survey. We reviewed all text survey responses and removed
two participants with nonsensical survey responses. Here are some
examples of the responses received:

(1) What motivates you to voluntarily contribute to public data
systems like Wikipedia, WikiData, or Drafty?
• The best way to answer questions about your contribu-
tions to the company is to give examples of what you have

accomplished in the past, and to relate them to what you
can achieve in the future.

• There are two other key contributors to Wikipedia’s suc-
cess with attracting contributors, Hill’s research suggests:
Wikipedia offered low transaction costs to participation,
and it de-emphasized the social ownership of content. Edit-
ingWikipedia is easy, and instant, and virtually commitment-
free.

(2) What motivates you to complete paid crowdsourcing tasks
on platforms such as Prolific, Amazon Mechanical Turk, or
UserTesting.com?
• Describe the site first and explain what you did while you
were there. reflect on what you learned during your visit.
No additional research or information is needed.

• the reason behind the not Drafty the data, is the collected
data is not fully remove

D Additional Results
This section contains additional results not included in the main
paper.

D.1 Additional Results: Alternative Method to
Compute Trade-Offs

One method to compute trade-offs is comparing the preference
share (i.e., total preference or utility) for a given crowd contribu-
tion task compared to a group’s optimal crowd contribution task.
Figure 9 shows how preferences and motivations shift as pay levels
and task time are manipulated. The preference share for a task that
pays $0 for unpaid contributors is 2 to 14 times greater compared to
paid crowdworkers when comparing all estimated task completion
times. This trend continues when comparing all everyday visitors
(unpaid contributors) against those who only submitted accurate
edits, where there is a 25–31% increase in preference share across
estimated task completion times. For tasks that pay $8 per hour
among those who only submitted accurate edits, the preference
share for tasks that take 15 minutes or less to complete for unpaid
contributors is 2 to 5 times greater than paid crowdworkers. While
money can motivate accurate contributions, paid crowdworkers
require larger pay levels per hour, while paying Prolific’s minimum
of $8 per hour to unpaid contributors should yield highly accurate
edits. In summary, if pay per contribution could be introduced into
a system like Drafty, that could help increase the number of ac-
curate contributions. Next, we will analyze how much money or
time can be changed to maintain the same level or preference (i.e.,
motivation) across different types of tasks.

D.2 Additional Results: Paid Crowdworkers
Motivations Across Different Pay-Levels

The average utility scores for hypothetical tasks paying $8 per hour
are relatively stable across paid crowdworkers regardless of how
much we paid them to edit data on Drafty. However, these gaps
increase when looking at the average utility scores for hypothetical
tasks paying $12 or $16 per hour. There is a 6.3% increase in average
utility scores comparing hypothetical tasks paying $8 between paid
crowdworkers whomwe paid $8 and $16 per hour.When comparing
the same paid crowdworkers (paid $8 and $16 per hour), there is a
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13.8% increase in average utility scores for tasks hypothetical tasks
paying $12 per hour and a 13.9% increase for tasks hypothetical

tasks paying $16 per hour. The more we paid crowdworkers, the
more they preferred higher-paid tasks.
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