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Fig. 1. irchiver’s workflow. (1) It captures browser screenshots along with their corresponding page sources; (2) The index

server stores on-screen text (extracted via OCR) as well as off-screen text and metadata (both parsed from page sources) in a

local inverted index. It also runs a compressor daemon that converts screenshots from PNG to WEBP; (3) Finally, the search

server hosts a local search interface powered by the inverted index.
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ABSTRACT

The dynamic nature of web content poses unique challenges to
revisiting past online sensemaking tasks. We investigate the value
and usage patterns of a personal web archive that treats consumed
information as first-class object in both information re-finding and
mental model reconstruction. In this work, we introduce a new sys-
tem called irchiver that passively captures screenshots of active
browser windows, extracts text from screenshots and page sources,
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and indexes consumedweb information to be searched later. To eval-
uate the effectiveness of irchiver, we conducted a mixed-method
study where we compare people’s perceived values in mental model
reconstruction and information re-finding between irchiver and
browser-native features. Our user study suggests that people are
able to re-find information more effectively, restore mental models
more completely, and reconstruct decision-making processes with
greater accuracy, and overall revisit past sensemaking tasks more
confidently. Additionally, semi-structured interviews with partic-
ipants illustrate implications for the design of user interface for
personal web archives.

CCS CONCEPTS

• Human-centered computing→ Human computer interac-

tion (HCI); • Information systems→World Wide Web.
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1 INTRODUCTION

Whether it is journalists skimming headline articles on a news plat-
form to gauge market sentiment, or graduate students comparing
the trade-offs of different flight itineraries to plan a trip, people
often need to make sense of dynamic web content that is constantly
updating. Often times, people need to revisit what they have seen
earlier [29, 71, 95, 99]. Revisiting a past sensemaking task usually
involves more than information re-finding. In addition to re-finding
online information one looked at, it is also important to restore
the mental model associated with that information because mental
models are an integral part of task resumption [49, 50, 70, 86, 87],
collaborative sensemaking [63, 75], and metacognitive processes
such as self-reflection [51, 80]. For example, besides re-finding the
original decided flight itinerary, one would need to restore the men-
tal model of why that flight was better than other alternatives in
order to explain the decision to others.

However, it is difficult to re-find information with the dynamic
nature of online information. Pages that are important to one’s
past sensemaking tasks often undergo changes over time [8, 69, 82,
89, 90, 106]. Dynamic content often leads to inefficient re-finding
and a sense of frustration [71, 89, 98]. For example, the original
navigation path leading to the search result has been shown to
be important for people re-finding the same result [19, 100, 104].
However, when a web page used by the user as a “waypoint” to
reach the final web resource undergoes content drift after the initial
search, it would be challenging to re-find the information originally
saw. Public archiving services such as the Wayback Machine [55]
periodically take screenshots of web resources. Although these
snapshots provide original information even in the presence of link
rots, the coverage of snapshots is still limited [4]. Moreover, they

can only curate the public view of the page and not the stateful or
manipulated pages that users see. For example, they cannot store
snapshots of theWall Street Journal because it requires subscription
before accessing full contents, and they cannot store snapshots of
the list of available flight options on Google Flights because it
required states to reach that page, including dates, destination, and
various filter options.

Browsers offer ways for users to re-find information. People
often have specific information in mind during re-finding, but
browser history tools only store page URLs along with a few
metadata (e.g., title, domain name, and favicon) and are there-
fore ineffective [29, 71, 95]. Existing Personal Information Man-
agement (PIM) systems tried to enhance users’ information re-
finding experience by incorporating browsing activities [56, 80],
context [30, 32, 35, 37, 101], metadata [46, 83], or active manual
curation [12, 64, 66]. However, they were often limited in one or
more of the following ways: (1) does not index on-page content
for users to search, (2) acts barely as a pointer to the page, which
shows the latest content instead of the original content, and (3)
does not directly promote mental model restoration beyond relying
on users’ memory.

Building on prior research demonstrating that visual cues from
screenshots can effectively evoke situational context [51, 86, 87], can
we design a system that supports both information re-finding and
mental model reconstruction, enabling users to dynamically revisit
and engage with past sensemaking tasks in a web environment?

In our work, we explore the idea of having a system passively
helping users “remember” what they see during browsing and make
it easy for them to revisit past sensemaking tasks, including infor-
mation re-finding and mental model restorations. We instantiate
this idea in a system called irchiver, a full-resolution searchable
personal web archive of what people see during browsing that
treats information as a first-class object. irchiver captures images
of pages viewed in the user’s web browser through a background
process on Windows and macOS computers, automatically con-
verts them into a compressed WEBP format, and extracts text via
optical character recognition (OCR) as well as from the page source
for indexing and searching. Besides archiving browsing history,
irchiver naturally stores stateful representations of websites, in-
cluding snapshots taken while forms are filled out or after elements
on the website have changed. Essentially, everything seen through
the user’s browser can be saved, searched, and preserved using a
modest amount of space. For the user, this creates a “search his-
tory” tool, providing an archive of all pages they have seen and a
personal search engine to revisit past online tasks. The archiving
capabilities of irchiver are fully automated and operate passively
in the background.

We conducted a user study to evaluate the effectiveness of
irchiver in helping people revisit past sensemaking tasks and
to understand how they use such a system. We found that irchiver
helped participants re-find information more efficiently, restore
mental models more completely, and reconstruct decision-making
processes more accurately, thereby increasing their confidence dur-
ing revisitation.

The primary contributions described in this paper include:
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• a cross-platform system called irchiver that passively cu-
rates on-screen content into a searchable personal web
archive with full-resolution screenshots

• quantitative and qualitative evidence demonstrating the
value of visual snapshots and full-text search for revisiting
past online sensemaking tasks among dynamic web content

• design implications for future passive personal web archives
that promote both information re-finding and mental model
reconstruction

2 RELATEDWORK

2.1 Re-finding Online Information

Re-finding online information is a common task. Teevan et al. [99]
concluded that re-finding queries constituted as many as 40% of
all queries. In studies that analyzed users’ browser logs and click-
stream data, page re-visitation rate was reported to be 44% [71],
58% [95], and 81% [29]. However, it is challenging to re-find online
information. Wen [104] found that the overall success rate for study
participants to re-find visited pages was below 20%. One reason
for the difficulty of re-finding information is that it is a challenge
for people to keep track of how information is organized in web
repositories such as bookmarks [1, 29].

The dynamic nature of web information makes re-finding online
information more difficult. Content drift [8] refers to the phenom-
ena where owners of web resources add, retract, or replace. This
includes the updated results for the same query in search engine
result pages (SERP) [89]. In the extreme case, the web resource
pointed by a URL can be removed, a scenario commonly known
as link rot [69, 82, 90, 106]. Previous studies show that the original
path that leads to the search result is important for people to re-find
the same result [19, 100, 104].

Browsers offer ways for users to re-find information. Browser-
native tools such as history and bookmarks store page URLs along
with a few metadata (e.g. title, domain name, and favicon). How-
ever, Jones et al. [58] observed that browser-native tools, including
browser history and bookmarks, were not frequently used by partic-
ipants. This was consistent with what Obendorf et al. [71] observed
in their study where history and bookmarks were used in only
16% of medium and long-term revisitations. Opening pages with
new tabs and new windows is a commonly used re-finding strategy.
Dubroy and Balakrishnan identified tab switching as the second
most frequently used navigation method, behind link clicking, and
that a median of 73.3% of tab switches fell under revisitations [34].
Likewise, Chang et al. [22] showed users decided to leave tabs
open to avoid re-finding costs. Weinreich et al. [103] suggested
that tabbed browsing became popular because it helped users avoid
the need to backtrack. However, opening more tabs and windows
leads to cluttered browsing [67] and contributes to information
overload [40].

2.2 Personal Information Management

Vannevar Bush pioneered the idea of “memex”, which is a device
that an individual can store all the books, records, and communica-
tions for later consultation [15]. Adar et al. [2] introduced the idea
of curating a “haystack” of personal information for each individual
that supported annotations and collections. Dumais et al. [35] built

a unified index of information on users’ personal computers where
rich contextual cues such as time, thumbnails of the application, and
authors were used to facilitate information re-finding. Compared to
the screenshots presented by irchiver, its thumbnails were more
similar to the favicons shown in modern browser history tools. In a
follow-up study, Cutrell et al. [30] presented a more robust search-
ing interface that supported various filtering and tagging, making
it easier for users to organize their personal information. However,
changes to objects posed serious problems to the system due to
update latency. Gemmell et al. [39] presented a PIM for multimedia
files where it offered both a timeline view and a clustered-time view,
which cluster images by similar time and arrange them in time or-
der, for query results. Morris et al. [70] structured search topics,
queries, results, and users’ annotations in a hierarchical structure to
facilitate information re-finding. By presenting terminal pages un-
der the query that led to them, it showed the context for each page.
Prior research tried to use cached versions of users’ information
space to “time travel” to earlier information environments [44, 81].
Teevan [97] designed a search engine that incorporates cached
search results of a query to the latest fetched results. While this
approach mitigates the difficulty content drift poses to re-finding
tasks through reconstructing original paths, it is still subject to
link rot. To facilitate efficient web archiving, Pehlivan et al. [76]
incorporated visual representation of web pages in detecting web
page changes.

Sometimes metadata are saved to facilitate search. Since individ-
uals have different ways to browse the internet, personalization
offers benefits to quickly locating relevant browsing history and
clusters of interested topics. Memex for the Web actively saves
users’ browsing history, metadata, keywords, and web page struc-
tures from synthesizing personalized topic clusters [21]. The sys-
tem enables users to search coherent topics from their prior history
through relevant topics. In addition to metadata, context was also
used to help users re-find the original query [32, 74].

2.3 Web Archiving Tools

irchiver can also be compared to other modern archiving methods
(Tab. 1). Users can take a screenshot or save the page they are
viewing as a PDF, which are manually initiated and store what
they see into a local file. They need to organize and index those
files manually if they want them to be retrievable later, and the
need to manually capture each page means that most pages will
not be saved. Some software tools such as WebRecorder [102] and
ArchiveBox [5] can capture using software installed locally, but
while they may have more access to what was seen by the user,
they still require manual intervention for each page. On the other
hand, there are cloud-based archivers that crawl and store other
pages from their own servers, such as the Wayback Machine [55],
archive.org [54], and archive.ph [6]. These services visit the target
link independently, and archive what was presented to them. This
means that it is possible to do it automatically, which archive.org
does, but they are only able to get the public view of the page, and
not the stateful or manipulated pages that users see.

Archiving large-scale web content for full-text search lets users
engage with web content directly and refine the search scope [11].
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Tab. 1. A comparison of irchiver’s capabilities with those of current browser archiving options.

Product When Captured Storage Format Reproduction Platform

irchiver Continuous, automatic Local Image, text What you saw Cross-platform, any browser
Archive.org Occasional, automatic Cloud Webpage Only public view Web
Archive.ph Manually initiated Cloud Webpage Only public view Web
ArchiveBox Manually initiated Local Webpage Only public view Any desktop
WebRecorder Manually initiated Local Webpage What you scroll Chrome
Taking a screenshot Manually initiated Local Image What you saw Any desktop
Browser extensions Manually initiated Local Varies Varies Varies
Browser “Save as PDF” Manually initiated Local PDF Nearly what you saw Most browsers

Ben-David and Huurdeman note that searching web archives al-
low for “the comparative analysis of search results, the study of
the standing of issues or topics in particular points in time, the
identification of archival artifacts, or the reassemblage of existing
collections based on thematic, temporal or technical criteria.”

2.4 User-Contributed Browser Logging Tools for

Researchers

Multiple tools developed by information retrieval researchers have
attempted to gather user-contributed browsing logs for researchers.
Perhaps the most well known is the Lemur Query Log Toolbar, men-
tioned in the 2009 TrebleCLEF workshop report [28], but developed
as an add-on that anyone could install and contribute anonymized
browsing data to researchers. Unfortunately, not enough people
contributed to the project, and it ceased to operate without releas-
ing any of the data. CrowdLogger by Feild and Allen was built off
it [38], and used in small efforts by the authors for their own stud-
ies, but also never reached public use. Capra’s HCI Browser [17]
was a browser plug-in for Firefox, mainly meant for administrating
web studies, but it is no longer functional. Meanwhile, Pulliza and
Shah’s IRIS [79] was a browser plugin for multifaceted logging,
with functionality intended for search sessions, but it has been
discontinued and it’s not clear if regular users discovered and bene-
fited from this tool. Perhaps closest to this work is WASP by Kiesel
et al. [61], a personal web archive and search system. It works by
injecting into the browser’s stream to capture the page source as it
is transmitted from the online source to the user’s web browser. The
technical sophistication makes it difficult for a user to setup, but its
capture of page source makes it more versatile. However, Kiesel et
al. [62] admits that “the reproduction of web pages from archives is
far from perfect” when evaluating their automated archive quality
assessor on a corpus of archived pages.

2.5 Mental Reconstruction Promoted by Visual

History

Visual cues have been widely used to invoke memories and help
users recognize previously visited documents. Kaasten et al. [59]
found that a visual thumbnail could provide context to make a page
recognizable where textual content helped users pinpoint a particu-
lar page. Teevan et al. [101] explored various representations of web
pages and found that augmenting a visual thumbnail with a textual
snippet offered the most effective search support while remaining
significantly smaller than a purely text-based snippet. Organizing
thumbnails in spatial [83] and hierarchical [47] leveraged people’s

Fig. 2. The options menu displayed when the user clicks the

irchiver icon on their desktop. This menu provides quick

access to the search interface and local repository that stores

users’ data.

ability to associate content with location and improved user’s ability
to re-find saved pages compared to traditional browser bookmarks.

Previous research showed that visual histories of activities are
an effective way to help users reconstruct their working contexts.
Cangiano et al. [16] found watching screen recordings of past work
helped people remember contextual details such as why they were
working on a particular project. Recently, Rule et al. [87] and Hu
et al. [50] confirmed the benefits of using visual history to restore
situational context, in the settings of task resumption. With the
context invoked by visual cues, Hu et al. found that visual his-
tory could also promote self-reflection and perceived productivity
among users [51].

3 SYSTEM DESIGN

3.1 Background Process

irchiver starts when the computer boots up, and it runs in the
background. It remains completely silent but displays an icon in
the system notification area (for example, the bottom-right corner
on Windows or the menu bar on macOS). This icon indicates that
there is background capturing happening, as a cue for users to
prevent invisibly capturing images secretly, e.g. if the computer
user is unaware that it’s there. The icon also offers some options
for accessing the features in irchiver (Fig. 2).

By being a background process, irchiver is more robust than a
browser extension, which depends on the permission of the browser
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Intel DD - Underbought and Oversold: Why You Should Be Investing In The AI Revolution's Cheapest Stock : r/wallstreetbets

https://www.reddit.com/r/wallstreetbets/comments/1c2ff3r/intel_dd_underbought_and_oversold_why_you_s...

2024-10-08 17�28�35
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Microsoftʼs AI Story Is Getting Complicated - WSJ

https://www.wsj.com/tech/ai/microsofts-ai-story-is-getting-complicated-ebe63ac9?mod=finance_feat1_ho...

2024-10-08 17�36�46

In: Full page source and Screenshot text recognition
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Fig. 3. The search interface of irchiver. (A) Search configuration allows users to include OCR-processed content or the full

page source in their queries; (B) Sorting options enable users to sort results by relevance or time; (C) Date filters provide the

ability to specify a date range for searches; (D) Full-text search bar for entering search queries; (E) Results panel displays each

search result with a screenshot and associated metadata, including the URL, title, and timestamp of the visit.

vendors and the architecture of the browsers’ support for extensions.
In comparison, the desktop software is expected to work for a long
time, as the Windows API and macOS Accessibility functionality
have been supported for a long time with backward compatibility.
The native desktop application format is private by default; both
the client and the server are integrated into this application file that
runs only on the user’s computer (Fig. 1); no data is ever sent outside
of the user’s computer without the user explicitly transferring it
themselves, as irchiver by default has no networking capabilities.
irchiver is publicly available1.

3.2 Image Capture Mechanism (Client)

The images from the browser are captured by an event hook, where
irchivermonitors the browser’s address bar and viewing windows
to detect when something has changed. All major browsers are sup-
ported by this technique: Chrome, Firefox, Edge, Brave, and Opera.
When a change occurs, irchiver determines whether enough of
a difference has happened to decide whether to make a new cap-
ture; a configurable combination of the amount of changes and the
time since the last change, typically leads to each new URL being
captured at least once, and multiple times if the user is scrolling on

1https://irchiver.com/

the page. The captures are made on the image even if rendered by
hardware acceleration using an undocumented but long-supported
Windows API function, as typical methods of capture will not work
on most browsers which render the pages in hardware. The macOS
implementation adopts a similar strategy, using event observers in
the Accessibility API alongside ScreenCaptureKit. The captures are
quietly stored on the user’s local desktop as plain text and images,
making it easy for users to review the data even without irchiver.

One intentional design decision is whether to capture images,
or to capture the page source to later re-render the page. Unlike
previous beliefs, we believe that images (i.e. screenshots) are the
most reliable representation, as they are rendered by the exact
version of that browser, with a particular browser configuration
in that moment, and is exactly what was seen by the user in their
sized browser window. Page source can be rendered into interactive
pages, but ends up being re-rendered in a different environment (e.g.
installed fonts, browser window size, state of the running JavaScript
code), and may have problems if data needs to be retrieved from
elsewhere online, or if the state is not recreated exactly right. The
resulting decision was to capture images as the primary form of
storing history, which differs from how most web archivers work.
Notably, while irchiver does not capture the entire page source

https://irchiver.com/
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for re-rendering, it does collect the page source to complement the
screenshots with additional context.

irchiver can therefore capture stateful pages, even after the user
interacts with them or input data after they were rendered. While
page source is much smaller, WEBP provides a sufficient trade-off
between size and compression, where most 4K resolution captures
are significantly under 1MB without any lossy compression, and
the largest images with photorealistic content on the page can be
compressed down to under 1MB without any noticeable degrada-
tion. Computers are now fast enough to do this compression in
real-time without affecting other processes. By clicking the “Show
Data Folder” option in irchiver’s menu (Fig. 2), users can inspect
the local repository that stores their local data. When users need to
free up disk space or are certain they won’t return to specific data,
irchiver offers an easy way to inspect and delete it locally.

3.3 Dual Indexing of OCR Text and Page Source

(Server)

In a background process running on the user’s computer, the
irchiver index server monitors the filesystem for newly captured
images and page source files. When such files appear, it indexes
them into a SQLite-backed inverted index, scans the images for text
using the OCR library tesserocr, and processes the textual content
from the page source concurrently.

One key distinction between the text captured by OCR and that
extracted from the page source lies in their respective scopes. OCR
processes only the text visible on-screen, potentially missing off-
screen content that users have not scrolled into view. In contrast,
extracting text from the page source can omit text embedded within
images (e.g., infographics or video captions) and dynamically gen-
erated content. Consequently, while there is significant overlap
between the text obtained via OCR and that parsed from the page
source, each method captures distinct aspects of the webpage con-
tent.

3.4 Search Interface (Server)

The irchiver search interface is simple (Fig. 3), allowing the user
to choose which index (OCRed text or page source) to search, or
even both, and shows thumbnail results alongside the page title,
link, and time captured. Clicking on the thumbnail opens theWEBP
image in the browser, which looks pixel-for-pixel the same as the
original page. Pages from the same link are clustered together, as
one page visit may generate multiple images, such as if the user
was scrolling on the page, or spent a long time on it writing an
email. By default, irchiver uses BM25 [84], a classic lexical search
algorithm, to rank the results. It also supports sorting by time, so
the results can be presented in a timeline view.

4 METHODS

We conducted a user study to evaluate the effectiveness of irchiver
in helping people revisit past sensemaking tasks. We aimed to
address the following research questions:

RQ1: What values do people get from an information-centric
PIM system?

RQ2: How do people revisit complex online sensemaking tasks
with an information-centric PIM system both in re-finding
information and restoring mental models?

RQ3: How would people integrate an information-centric PIM
system into existing workflows?

4.1 Participants

We recruited 14 participants (10 male, 4 female) aged 20-29 (𝜇 =
24.7, 𝜎 = 6.2) years old through email lists, social media, and flyers.
The participants were required to be 18 or older, fluent in English,
and have a personal computer. Participants spend an average of
7.6 hours using browsers every day, eleven participants perform
decision-making tasks (beyond simple information lookups) on a
daily basis and the rest on a weekly basis. Two participants used
Windows computers and twelve used MacOS laptops. Eight partici-
pants used Google Chrome, three used Firefox, two used Edge, and
one used Safari in the study.

4.2 Procedure

The study consisted of two 60-minute sessions. All studies were
completed either in-person or remotely online over Zoom, where
participants were asked to share their screens under both modes of
participation. The IRB of the searchers’ institution decided the pro-
tocol meets the criteria for exemption from IRB review. Participants
were compensated at $20 per hour for all user studies.

4.2.1 Overview. Fig. 4 shows an overview of the study procedure.
The study employed a within-subject design, with two sessions con-
ducted 2 to 7 days apart, based on participants’ availability. In the
first session, participants completed four sensemaking tasks across
two scenarios, each containing two tasks, in which they consumed
online information and made decisions based on their findings. In
the second session, participants were asked to revisit each of the
initial four sensemaking tasks including restoring original mental
models and re-finding pages where they learned relevant factors
that contributed to their original decisions. In the second session,
for the two tasks under each scenario, participants were asked to
(1) use irchiver to revisit the initial sensemaking task and (2) any
reasonable tool(s) except for irchiver to revisit the other task.

4.2.2 Justification for Time Interval and Task Selection. To emu-
late sessions that take place a period of time apart, a time interval
of 2–7 days was used to separate the two sessions that each par-
ticipant had. The selection of this interval was informed by both
memory theory and practical considerations. The Ebbinghaus for-
getting curve indicates that the most significant decline in memory
retention occurs within the first two days, stabilizing afterward:
people typically retain approximately 28% of learned information
after 2 days and about 25% after 7 days [36]. This observation was
confirmed by pilot studies, which showed that participants with
a 2-day separation between sessions exhibited a similar level of
recall compared to those with a 7-day separation. Moreover, this
interval has been widely used in prior research on web information
re-finding [18, 49, 71, 74].

Two study scenarios were selected for the study. In the first sce-
nario, participants were asked to read the latest finance news and
discussions to make an investment decision. In the second scenario,
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Trip Planning
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Housing

Task 1: Pick sector(s)
Task 2: Pick stock(s)

(10 mins per task)

Task 1: Pick plane ticket
Task 2: Pick housing

(10 mins per task)

Investment

Sector

Stock

Time Interval

2 - 7 days

Trip Planning

Flight

Housing

Task 1: pick plane ticket
Task 2: pick housing

(10 mins per task)

Consent and
Demographics

Survey

Task 1: pick sector(s)
Task 2: pick stock(s)

(10 mins per task)

Investment

Stock

Sector

Session 1

Fig. 4. The user study procedure. The user study composed of 11 parts: (1) consent form and demographics survey, (2) task 1 for

scenario 1, (3) task 2 for scenario 1, (4) task 1 for scenario 2, (5) task 2 for scenario 2, (6) time interval, (7) task 1 reconstruction

for scenario 1, (8) task 2 reconstruction for scenario 1, (9) task 1 reconstruction for scenario 2, (10) task 2 reconstruction for

scenario 2, (11) semi-structured interview. In the second session, tasks enclosed by dashed lines indicate that participants used

irchiver to perform the revisitation task.

they planned a trip to Havana, Cuba, from their current location.
The chosen scenarios—online news consumption [3, 72, 96] and
trip planning [49, 70, 75]—are commonly used in prior research
on information re-finding and online sensemaking. The two sce-
narios differ in nature: the first scenario required participants to
consume and analyze unstructured online information to reach a
decision, while the second scenario involved comparing structured
dimensions of available options to select the best choice.

Each study scenario consisted of two smaller subtasks. In the
investment scenario, the first task required participants to decide
on one or more sectors to invest in, informed by the latest Wall
Street Journal articles. The second task asked participants to choose
one or more specific stocks to buy, based on the latest stock market
discussions on Reddit. In the trip planning scenario, the first task
involved determining the best plane ticket to the destination, while
the second task required selecting the best housing option at the
destination. The two tasks within each scenario were designed to be
of comparable complexity and contributed to the same overarching
context outlined by the scenario.

4.2.3 Pilot Study. We conducted pilot studies with 6 participants
to address the following objectives: (1) to determine whether the
tasks within each scenario have similar levels of difficulty in terms
of reading and cognitive processing effort, (2) to assess whether
separating the two sessions by 2 to 7 days affects how participants
reconstruct their decision-making process, (3) to identify whether
changes to the websites visited during the sensemaking tasks in
the first session introduce challenges for revisitation in the second
session, and (4) to confirm whether participants can complete both
sessions in approximately 60 minutes.

Based on observations of participants’ re-finding behaviors, their
self-evaluations, and feedback, we confirmed the following: (1) the
tasks within each scenario had similar levels of difficulty, (2) partic-
ipants with a 2-day separation between sessions exhibited similar
recall levels to those with a 7-day separation, corroborating theo-
retical justification above, (3) all participants encountered at least
one instance where changes to the initially visited websites made

revisitation challenging, and (4) all participants were able to com-
plete both sessions in approximately 60 minutes. All participants
from pilot studies were excluded from the user studies.

4.2.4 First Session—Initial Online Sensemaking. The first session
began with obtaining consent and asking participants to fill out
a demographic survey. Participants were then instructed to in-
stall irchiver on their personal computers. Lastly, participants
used their browsers to perform each of the four decision-making
tasks. While performing each task, participants were asked to think
aloud [92], verbalizing their thought process and how each piece
of online information provided them with insights. Each task had a
10-minute time constraint, and participants were allowed to finish
a task early if they reached a final decision and believed they had
explored most relevant information or options.

One participant had a personal computer that was incompatible
with irchiver, so this participant used the researcher’s computer
with a dedicated Chrome profile set up for this participant. For each
participant, the order of the two scenarios and the order of the two
smaller tasks within each scenario were counterbalanced. There
was no direct interaction between participants and irchiver in
this session, as irchiver was solely used to record snapshots and
build a personal web archive while participants engaged in initial
browsing and decision-making.

Participants were asked to share their screens, and both their
screen and audio were recorded during the decision-making tasks.
These recordings were then transcribed and analyzed. The primary
researcher transcribed each participant’s decision-making process
during the think-aloud sessions. Each key factor mentioned was
paired with the corresponding screenshot from the recorded screen
interactions at the moment the participant verbalized it. This arti-
fact was treated as ground-truth data for the second session. Each
instance of the first session lasted approximately 60 minutes.

4.2.5 Second Session—Revisit Past Online Sensemaking Tasks. Among
the 14 participants who completed the first session, 12 completed
the second session. The second session began with obtaining con-
sent. Participants were then instructed to re-open irchiver on their
personal computers. Subsequently, participants used their browsers
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to perform revisit each of the four sensemaking tasks from the first
session. Specifically, they were asked to: (1) re-familiarize them-
selves with the decision they made in the first session (or where
it was left off if incomplete), (2) restore their mental models of the
initial decision-making process, including recalling relevant factors
that were part of the decision-making, and (3) re-find the original
web pages where they had learned about each relevant factor.

In this session, participants were not asked to think aloud; in-
stead, they were instructed to restore their original mental models
as fully as possible. For each participant, the order of the two scenar-
ios and the order of the two smaller tasks within each scenario were
counterbalanced. For each scenario, participants were asked to per-
form one underlying task using irchiver (experimental condition)
and the other using any other method they deemed reasonable, but
not irchiver (control condition). The time each participant spent
on each reconstruction task was recorded.

After each participant finished one reconstruction task, they
were presented with the ground-truth artifact for that task from
the first session, including (1) the decision-making process and (2)
screenshots of browser windows from when each relevant factor
was mentioned. Participants were then asked to self-evaluate how
well they could re-find relevant information, how completely they
could restore their mental models, and how accurately they could
reconstruct their decision-making process, using a 7-point Likert
scale.

Following the revisitation tasks, we conducted a semi-structured
interview to ask participants general questions about their expe-
rience with the system. Audio and screen recordings were made
throughout the entire study session, starting from the completion
of the consent form to the end of the semi-structured interview.
Finally, participants were instructed to uninstall irchiver from
their computers.

5 RESULTS

Through a mixed-methods analysis, we examined the values, behav-
ioral shifts, and real-world implications of irchiver, an information-
centric PIM system. We now summarize the findings and offer
insights into our research questions on evaluating irchiver’s effec-
tiveness in helping people revisit past sensemaking tasks.

5.1 Efficient Information Revisitation through

Shortcuts over Complex and Dynamic

Navigation Paths

First, participants self-evaluated how well they were able to re-find
information in each scenario (Row 1 of Tab. 2). In the investment
scenario, participants using irchiver rated their ability to re-find
evidence significantly higher (median rating: 7.0) compared to those
in the control condition (median rating: 5.5), indicating a notable
advantage for irchiver (𝑝 = 0.027). In contrast, during the trip
planning scenario, participants using irchiver also reported higher
ratings (median rating: 7.0) than those in the control condition
(median rating: 6.0). However, this difference was less prominent
and only marginally significant (𝑝 = 0.057). Notably, there was no
significant effect of scenario on perceived verifiability for either
the control condition (median ratings of 5.5 in investment vs. 6.0 in
trip planning, 𝑝 = 0.305) or irchiver (median rating: 7.0 in both,

𝑝 = 0.739). This consistency suggests that participants approached
both scenarios similarly, but irchiver offered more support in
re-finding information, especially in the investment scenario.

Second, participants reported their self-perceived completeness
in restoring their mental models (Row 2 of Tab. 2). In the invest-
ment scenario, participants using irchiver achieved significantly
more complete restoration of the relevant factors integral to their
original decision-making process compared to those in the control
condition (median rating: 6.0 vs. 4.5, respectively; Wilcoxon signed-
rank test: 𝑝 = 0.027). For the trip planning scenario, participants
using irchiver also perceived a more complete restoration of the
original relevant factors (median rating: 7.0) compared to those
in the control condition (median rating: 5.5). However, this differ-
ence was less evident and only marginally significant (𝑝 = 0.075).
Notably, there was no significant effect of scenario on perceived
completeness for either the control condition (median rating: 4.5 in
both scenarios, 𝑝 = 0.820) or irchiver (median rating: 6.0 in both
scenarios, 𝑝 = 0.942). This consistency suggests that the difference
in perceived completeness was not due to participants approaching
the two scenarios differently, but rather that irchiver provided
more effective support in the investment scenario than in the trip
planning scenario.

From our interviews, many participants (6 out of 12) explained
that irchiver offered a shortcut directly to the page and the on-
page position where the information resided. The experience of
using a full-text search to jump to exactly where the information
located was described by P6 as “one of those magical moments” and
“this is exactly what I was looking for, so I’m very, very impressed

with this one.” Similarly, P4 believed that “if I just remember the

conclusion, I could kind of skip [the intermediate steps]” and “fast

track” to the result. This shortcut avoided the cumbersome and
time-consuming attempt to replay the original navigation path,
including clicking a series of links and applying various filters. For
instance, reflecting on the investment scenario, P8 concluded that “If
somehow you need to go to ‘About Us’ then ‘Korea’ then ‘Market Data’,

then this ‘straight link’ may help.” Likewise, P3 believed irchiver
made re-finding the flight information “much faster and easier”

because it avoided the work to “filter[ing] all the information I

want and all the characteristics I want my flight to have.” Moreover,
the shortcut became essential for participants due to the dynamic
nature of web content. The challenge posed by this dynamic nature
is that the navigation path to relevant information can change
completely between the initial discovery and subsequent re-finding
attempts. According to P3, who was unable to re-find the page that
gave insight about a particular financial sector with the control
condition, “there are specific details that stay on my mind, so I’m

trying to remember these details, and then I’m trying to remember

where I saw these details, and then I try to go to where you saw

those details, which is where the problem happens with dynamic

information, for example, there’s this table on this part of the page,”

and looking at the Wall Street Journal where new content replaced
old ones, P3 “don’t remember where that table was, how to get to

that.”

This corroborates with the quantitative findings above where,
compared to the trip planning scenario, irchiver showcases a more
significant effect in the investment scenario, helping participants
better re-find where they first saw the information and remember
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Tab. 2. Statistics of scores in the post-tasks survey.

Dimension Question Investment Trip Planning

Control irchiver Control irchiver

Re-find Information

To what extent do you feel the tool(s) you used helped you
re-find the original pages that contain relevant factors in your
original decision-making process?

5.5* 7.0* 5.5 6.0

Restore Mental Model

To what extent do you feel the tool(s) you used helped you
re-find relevant factors (e.g., specific criteria, pros & cons, trade-
offs, etc.) in your original decision-making process?

4.5* 6.0* 4.5 6.0

Reconstruct Decision-Making Process

To what extent do you feel you were able to accurately recon-
struct the original decision-making process? 4.5* 6.0* 5.0* 6.5*

relevant factors associatedwith it. The investment scenario required
participants to make decisions based on information reachable
after a longer navigational path. Specifically, participants generally
learned relevant factors from nested comments of Reddit posts and
charts onWall Street Journal that took multiple clicks to navigate to.
On the other hand, in the trip planning task, participants generally
found candidate options and relevant factors on the structured list
by vendor sites such as Expedia with one query and one click.

5.2 Screenshots as Contextual Anchors for

Accurate Reconstruction of Past

Sensemaking

Across both scenarios, participants using irchiver achieved signifi-
cantly more accurate reconstruction of their metacognitive process
compared to the control condition, as shown in Row 3 of Tab. 2.
In the investment scenario, participants rated their reconstruction
accuracy higher with irchiver (median rating: 6.0) compared to the
control condition (median rating: 4.5), with a statistically significant
difference (𝑝 = 0.017). Similarly, in the trip planning scenario, par-
ticipants reported greater accuracy with irchiver (median rating:
6.5) compared to the control condition (median rating: 5.0), which
was also statistically significant (𝑝 = 0.024).

Participants generally (7 out of 12) relied on visual cues from
the screenshots to reconstruction their decision-making process.
Compared to the built-in browser history, which listed the visited
pages and contained “just factual information” (P2), the screenshots
from irchiver also helped people recall their on-page actions and
“what I did at the moment” (P5). Moreover, the screenshots helped
participants “trace my thoughts and how I made decisions” (P1) and
invoked participants’ situational context: “when I saw the screenshot

of when I looked up ‘is Miami safe’, I remembered I did this search

because I wanted to know if the overnight flight was worth it or not”

(P1). P9 reported seeing a screenshot that showed the mouse hover
over the navigation bar on Wall Street Journal brought back the
“sense of confusion” felt during the first session where P9 “did not
remember which sector to investigate first,” and this was something
“I would not feel by looking at the browser history.”

Many participants (6 out of 12) liked how irchiver could sort
the search results by time because it creates a timeline view for
them to “reconstruct the memory” (P8) where they “just need to go

through it, and then the whole process will be imaginable again in my

head” (P11). P7 believed the chronological presentation of search
results in irchiver was beneficial because “so that you know from

which page you then went to which page” and “why you are at that

page”. Without it, P7 thought “you lose the context, and you just see

a page but you don’t know why you are at the page.” At the same
time, P6 did not like irchiver’s timeline view because it showed
intermediary steps along the navigation path such as “a search

engine result page”, which P6 found to be “not super interesting.”
Moreover, participants noted that their decision-making process

was often tied to the exact on-page values present at the time of
the original decision. Although many participants used the same
approach to reconstruct their initial decision, they often failed
to reach the same conclusion because key values had changed.
For example, when P12 initially booked flights, the itinerary from
[the city P12 lives in] to Havana was $200 more expensive than
booking two separate flights from [the city P12 lives in] to Miami
and then from Miami to Havana. However, in the second session, a
significant price drop for the direct itinerary prevented P12 from
reconstructing the original decision. P12 reflected, “It’s like less than
a hundred-dollar difference now, and maybe it’s not worth the hassle

of purchasing two flights.” By preserving information exactly as it
was at the time of the decision, irchiver enabled users to access
the original values they encountered, aiding them in accurately
reconstructing and reflecting on their decision-making process.

5.3 Boosting Confidence by Preserving

Information as Originally Seen

After participants finished revisitation tasks for both scenarios
in the second session, we asked them to self-evaluate the over-
all confidence they perceived between the control condition and
irchiver. Out of the 12 subjects, 10 agreed that irchiver gave them
more confidence, and the other 2 said were indifferent between the
two. Participants who felt more confident when using irchiver
attributed it to irchiver’s ability to preserve snapshots of the page
exactly when they initially saw it. For example, when inspecting
resulting screenshots from the query “healthcare”, P9 noticed the
term “undervalue” was used to describe the healthcare sector and
was reminded “that’s why I decided to invest in healthcare sector.”

P9 further explained that “knowing that I’m seeing exactly what I

saw when I made the initial decision, it makes me believe that must

be the reason why I made my initial decision.” According to P8, “It
gives ground truth. With irchiver, it feels like I’m searching among

ground truth. With others, it feels like I’m discovering the ground

truth [again].” On the other hand, when revisiting past sensemak-
ing tasks with the control condition, participants were certain that
something must have been missed. When describing the mental
model reconstruction experience without irchiver, P4 felt “very
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unconfident [about] the conclusion I was making. I was so sure I forgot

something, and I did.” In contrast, when using irchiver, P4 felt “I’m
sure I’m not forgetting anything.”

Participants also mentioned their confidence in irchiver was
subject to change, depending on whether they could re-find a snap-
shot for what they have in mind. For example, after using irchiver
to retrieve the exact screenshot they had in mind, P6 stated that it
“really boosted my confidence in the search results.” In contrast, P11
experienced a decline in confidence upon realizing that irchiver
was “missing some screenshots for some of the important information.”

5.4 Search-Initiated Mental Model Restoration

When restoring mental models with irchiver, all participants used
a search query in irchiver to start the mental model restoration
process. Most participants (9 out of 12) indicated they used what
they remembered about the task as their first issued query. The first
issued query could be something concrete, such as a decided option
such as “Nvidia” for P1, because “that’s what I remember, the results.”

Alternatively, it could be something more abstract such as “Havana
neighborhood” for P6, as they were “keywords for what I was trying
to achieve.” However, P8 expressed concern that “sometimes it’s

tricky to remember the keyword, ” and having “query suggestion”

would be very helpful.
Many participants (5 out of 12) mentioned they strategically en-

tered their queries in a breadth-first manner to get a broad perspec-
tive of the original decision-making process. P5 tried a combination
of similar queries at the beginning, including “flight to Cuba”, “fly to
Havana”, and “fly to Havana, Cuba” because P5 wanted to “expand

the range as much as possible to remember what exactly I did to come

up with the decision, and maybe it gives me a complete picture of my

thought process.” According to P4, the reconstruction process had a
“tree structure” where the remembered conceptual characteristics
about the task, “I was looking at hotels, [and] I was looking at hostels,”
were the “roots I can remember and access,” and that “from there I

can access the branches.”

Visual cues from irchiver’s screenshots reminded multiple par-
ticipants of missing information, prompting them to initiate sub-
sequent search queries. For example, after issuing the first query
“Havana Hotel”, P9 learned that “from the hotel search results, there

were like a couple of Airbnb pages [screenshots],” and it led to a
subsequent query “Airbnb”.

5.5 Enhanced Information Capture without

Added Overhead

irchiver would capture multiple snapshots of the same page when
participants inspected content spread across different parts of the
page, whereas the control condition would capture one single snap-
shot at most.

To evaluate whether irchiver introduced significant overhead
for participantswhen revisiting past sensemaking tasks, we recorded
the time participants spent reconstructing each scenario. In the in-
vestment scenario, participants using irchiver took an average
of 323 seconds (𝜎 = 183) to complete the reconstruction com-
pared to 347 seconds (𝜎 = 227) for those in the control condi-
tion. For the trip planning scenario, the average reconstruction
time with irchiver was 165 seconds (𝜎 = 101) compared to 203

seconds (𝜎 = 117) for the control condition. To further examine
these differences, we conducted a repeated-measures ANOVA to
test the effect of Condition (control vs. irchiver) on reconstruc-
tion times for each scenario. Since our data did not follow a nor-
mal distribution based on the Shapiro-Wilk test results (𝑝 = 0.027
for the investment scenario and 𝑝 = 0.029 for the trip planning
scenario), we applied a log-transformation to all data points and
confirmed normality (𝑝 = 0.974 for the investment scenario and
𝑝 = 0.469 for the trip planning scenario). The ANOVA results in-
dicated no significant difference in reconstruction times between
the control condition and irchiver for both the investment sce-
nario (𝐹 [1, 11] = 0.269, 𝑝 = 0.614) and the trip planning sce-
nario (𝐹 [1, 11] = 1.176, 𝑝 = 0.301). These findings suggested that
irchiver did not introduce significant overhead in revisiting past
sensemaking tasks, even while presenting additional information
to participants.

5.6 Meeting Diverse Preferences in Past

Sensemaking Revisitation

To learn how people would adopt irchiver to their existing work-
flows, we first tried to understand their current workflows in both
information re-finding and mental model restoration, two integral
parts in revisiting past online sensemaking tasks. We present the
results in Fig. 5.

Participants often used more than one approach to re-find online
information where they would first try the top choice and “fall back”
(P4) to the next approach if the top choice does not work. About
half of them preferred re-querying using search engine and about
half of the people preferred using browser history. People ordered
their priorities based on their experience with each approach. P2
pointed out that search engines was the easiest because it “show[s]
different colors on the things that you clicked”, and “those are the

indications of how I would go back to the information that I already

visited.” When they “don’t know what kind of keyword I input into

the Google search” (P9), they would fall back to browser history.
P6 preferred “send[ing] messages to myself,” and then later “try to

structure things that I find are still interesting” while P3 would leave
tabs open because it is “faster than Googling it [again].”

The participants usually only had one strategy to restore mental
models of online sensemaking tasks. The two most frequently used
approaches were (1) first re-finding original pages and reconstruct-
ing mental models backwards and (2) using only memory. Some
participants chose to re-do the original decision-making process in
searching for the original mental model. Participants also identified
note-taking as a strategy during the initial browsing, especially it
is for serious tasks (P8).

Overall, when comparing irchiver with their top information
re-finding strategies, participants perceived irchiver as a versatile
system that was better than all but one existing identified strat-
egy. First, participants believed irchiver would be better than
re-querying using search engine when working with dynamic web
content (3 out of 12) or when taking a long navigational path to-
wards relevant information (2 out of 12). Second, participants be-
lieved irchiver would be better than browser history because the
visual cues from the screenshots help them recognize target pages
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Fig. 5. Participants usually have multiple strategies and a fallback plan to re-find information where “Search Engine Re-query”

and “Browser History” were the most common strategies. Participants usually have one strategy to restore mental models

where ’‘Re-finding original pages and reconstructing backwards” and ’‘Memory” were the most common strategies.

(6 out of 12) and provide more context (7 out of 12). Third, partic-
ipants who used the “messaging to self” strategy also believed a
passive system such as irchiver could replace the active curating
approach because “I know that irchiver is gonna have my back” (P6)
so that “I don’t have to each time take a screenshot myself” (P2). On
the other hand, P3, who identified keeping tabs open as the most
used strategy, believed “it’s still quicker than going to irchiver and

opening up the page again,” especially for frequently-accessed ones.
At the same time, P3 agreed that, knowing irchiver was running
in the background, it could prompt P3 to close some of the tabs.

Additionally, we learned real-life scenarios in which participants
could benefit from irchiver. First, participants (3 out of 12) be-
lieved irchiver could be helpful when they needed to re-find on-
line text-based documents because what they remembered was the
information on the pages and how the pages look like instead of the
titles. Second, participants (3 out of 12), two of whomwould actively
leave documentations to aid re-finding, admitted that they would
not document things while multitasking or under time-pressure. In
this case, they would fully rely on irchiver’s automatic curation.
Third, participants would use irchiver to track changed informa-
tion such as price and use the time-series value to inform decisions.
For example, irchiver allowed P4 to “do that analysis on my own”

and P11 to “see is this price the lowest or like the highest? I can also

like, try to find a pattern in those changes, and (...) to predict if the

price will change again.”

For participants to personally adopt irchiver, privacy emerged
as the most common concern (8 out of 12). Another shared concern
among participants (4 out of 12) was the local disk space required to
store the data. P4 specifically emphasized the need for transparency
in data usage and an easy method to clear stored data, stating, “In
my browser, I can see exactly how much data it consumes, and I can

clear it really easily, so having a feature like that would be nice.”

6 DISCUSSION

Users agreed that irchiverwas helpful and they would incorporate
it to their existing workflows. We further elaborate on how a search-
able visual personal web archive can support reconstructing past

online sensemaking tasks, including both information re-finding
and mental model restoration.

6.1 Information as a First-Class Object

Effectively Preserves Content and Mental

Models on a Dynamic Web

By treating information as a first-class object, irchiver enabled
people to re-find on-page information and restore relevant mental
models despite the dynamic navigational paths. Our findings in
Sec. 5.1 revealed that the dynamic nature of web content presented a
major challenge for users attempting to re-find information. When
re-finding information, participants tried to replay the steps they
had originally taken to navigate back to specific information they
had in mind, using various points, such as a table on the Wall Street
Journal for P3, along the navigation path as cues. This strategy
aligns with prior studies that found the original small, localized
steps were important in later re-finding [100] and that memorable
waypoints along the navigation path were helpful during re-finding
attempts [19]. However, when previously established waypoints—
such as tables or links—were no longer present due to content
updates, this approach failed. By creating snapshots and indexing
on-page text exactly when people initially saw it, irchiver enabled
them to re-find information so they could “look back on information

that I wouldn’t be able to find if the page has changed” (P4) and
restoremental models associatedwith the information to “remember

the context of what’s going on” (P12).
By preserving the information exactly as it was consumed,

irchiver enabled people to access the original values they ini-
tially saw and use them to reconstruct the original decision-making
process and eventually reflect on it. In Sec. 5.2, we also found that
the dynamic nature of web content complicated users’ attempts to
accurately restore and reflect on past decision-making processes.
People’s decisions were often influenced by context-specific in-
formation available at the time. When critical values or factors
changed, the rationale for those original decisions could be lost.
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This was confirmed in participants’ struggles to reconstruct their
decisions among participants in the control condition.

6.2 People Are Ready to Integrate irchiver

into Existing Workflows

Overall, we found participants’ information re-finding and mental
model restoration strategies corroborated with conclusions from
prior research more than 15 years ago. We first surveyed partici-
pants’ strategies in both information re-finding and mental model
restorations in Sec. 5.6. The overall status quo for information re-
finding strategies aligned with existing literature on information
re-access. Jones et al. [58] showed that the most common infor-
mation re-finding strategy was to “do nothing,” where people did
not take explicit actions such as bookmarking or taking notes dur-
ing initial browsing to make re-finding easier, and our findings
confirmed that this was still true about 25 years later. Aula et al.
found that search engines were the more frequently used approach
in re-finding online information, but users often failed to remem-
ber the original queries [7]. This was consistent with our findings,
and our participants reported that they would fall back to other
approaches when they could not recall the search queries. Morris
et al. [70] surveyed people’s strategies for resuming a suspended
investigation in which they reported that 36% of respondents used
memory to resume suspended tasks, and 55% of respondents used
“Active Storage/Active Retrieval” methods such as written or typed
notes and browser bookmarks. While we also observed memory as
a popular mental model reconstruction strategy, only a small pro-
portion of participants identified “Active Storage/Active Retrieval”
as a strategy they used. This discrepancy likely originated from the
subtle difference in our focus; instead of focusing on task resump-
tions, we asked participants for strategies used to restore mental
models in general where they did not know if they would reuse
their mental models in the future and therefore would not take
notes for their future selves.

Participants, satisfied with irchiver’s support for revisiting past
sensemaking tasks, believed it offered advantages over existing
strategies such as re-querying in search engines, using browser his-
tory, and active curation. They also suggested practical use cases,
including reducing cluttered browsing and providing universal ver-
sion control. Participants preferred irchiver over re-querying in
search engines when working with dynamic online information or
when the navigation path was long and complicated so they could
avoid the inefficiencies and frustrations caused by the dynamic na-
ture [71, 89, 98, 105]. Participants liked irchivermore than browser
history because the screenshots could help them recognize target
pages and evoke more context. This confirmed that the benefits
of visual cues in both page recognition [35, 47, 59, 83, 101] and
context restoration [49, 86, 87] are transferable to personal web
archive systems. Participants often relied on page content and vi-
sual layout rather than page titles when trying to re-find text-based
documents, which were not supported by browser history tools
based solely on titles that often failed to capture the actual content
users wanted to revisit [29]. Participants who used active curat-
ing strategies such as messaging to themselves were also ready to
adopt irchiver over their current strategies because irchiver’s
continuous curating approach freed them from worrying about

documenting themselves, especially under time pressure or while
multitasking. It demonstrated that a continuous passive foraging
system could free people from manual active information foraging,
which was the most time-consuming phase during a sensemaking
process [14, 20, 68, 77]. Although P3 believed revisiting kept-open
tabs could still be quicker than re-finding them using irchiver,
knowing that irchiver was running in the background prompted
P3 to close some of the tabs, showing irchiver’s potential to avoid
information overload from cluttered browsing [22, 67]. Lastly, par-
ticipants reported using irchiver to track changed information
such as prices and to use the time-series value to inform deci-
sions. Kellar et al. identified monitoring changed information as
one motive for information gathering [60], and irchiver showed
the potential to become a universal diff tracker for users.

Consistent with previous systems that programmatically curated
screenshots [49, 51], privacy was the most common concern among
participants regarding the personal adoption of a web archive like
irchiver. To address these concerns, irchiver allows users to
pause and resume recording and easily directs them to the local
directory where screenshots are saved, enabling further inspection
and deletion. Additionally, several participants raised concerns
about the amount of local disk space required to store all the data.
The design of irchiver (Sec. 3) addressed both concerns by using
fully local data storage and compressing screenshots into WEBP
format, with a more manageable size, automatically.

6.3 Opportunities and Challenges for Personal

Web Archives

Based on the findings from the study, we identified the follow-
ing opportunities and challenges for PIM systems that aid online
information re-finding and mental model reconstruction.

First, there was a dichotomy between preserving everything
people saw and information overloading. Traditional search en-
gines and browser history did not capture many activities that
were meaningful, including (1) switching tabs back and forth (com-
mon when cross-validating), (2) reading freshly fetched content
by scrolling, and (3) investigating certain parts of the page with
actions such as zooming in. While all the above activities were
captured by irchiver, it could capture multiple snapshots of the
same page, which made people feel confused and eventually led to
information overloading [40, 67]. On one hand, it remained impor-
tant to try to capture everything people saw because they would
be frustrated and lose faith in the tool when they could not re-
find something they knew they had seen. On the other hand, it
was imperative to introduce more advanced aggregation mech-
anisms to prevent information overloading for long-term usage.
Inspired by prior research that clustered browsing experiences by
activities and tasks [9, 10, 23, 91], clustering on-page information
by tasks appeared to be a promising solution. However, on-page
activities and information consumption were more ad-hoc, and
parallel browsing [52] added more complexity to the organization
and aggregation.

Second, most of the time there was a synergy between re-finding
information and reconstructing mental models where one rein-
forced the other. For example, after issuing a search query in
irchiver, participants frequently restored their mental models
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while examining results, which often prompted new information
re-finding needs and led them to issue additional queries. How-
ever, it was difficult to design an interface that promoted both at
the same time because they often had different requirements and
priorities. When participants tried to re-find online information,
they cared more about whether the top results contained the snap-
shot they had in mind rather than intermediary steps that led to
the final page. On the other hand, when participants wanted to
reconstruct their mental models, they preferred seeing all search
results in chronological order for context restoration, including
intermediary snapshots that were part of the navigational path.
Given the benefits of search trails presented by prior research [53],
one promising design that consolidated two competing revisitation
strategies was to prioritize returning the best-matching snapshots
from the terminal pages while preserving surrounding context by
augmenting the terminal pages with the previous browser trail
that led to them and the subsequent browser trail following the
inspection of a terminal page.

Third, participants demanded a more personalized ranking algo-
rithm as they did not think the top results presented by irchiver
were better than later ones. In addition to document metadata, such
as title and published date, Qvarfordt et al. introduced process meta-
data, such as whether a page had been bookmarked and the number
of visits [80]. On top of this, because all the snapshots the ranking
algorithm sorted were of pages people had already interacted with
and seen at least once, we could further incorporate people’s im-
plicit signals during browsing into the ranking algorithm while still
promoting the passive nature of irchiver. Specifically, we could
use a combination of various implicit signals, including content
copying [13, 43, 45], text highlighting [93], clicking [48], cursor
movements [25, 41, 48, 53, 85], eye gazing [42, 42, 73], and dwell
time [27, 31] to evaluate the relevance of each snapshot [65].

Lastly, while many systems support active curation, few focus
on passive curation. When users know what they need to pre-
serve, they can collect resources either through manual foraging
tools [66, 88, 94] or automated scraping scripts [24, 26, 33, 57, 78].
However, in unfamiliar domains or open-ended searches, users
often cannot anticipate future needs. Under these circumstances,
passive curation systems add value by proactively preserving poten-
tially relevant materials without explicit user input. This highlights
the need to develop and study passive solutions that safeguard
important information over time.

6.4 Limitations and Future Work

The primary aim of this work was to explore the effectiveness
and usage of a passive personal web archive in revisiting past on-
line sensemaking tasks in the dynamic web. Designing an optimal
search interface was beyond the scope of this study. While many
participants appreciated irchiver’s lightweight search interface,
our findings revealed key design considerations for creating per-
sonal web archives that facilitate both information re-finding and
mental model restoration. We leave the exploration of these design
implications to future research.

Furthermore, with participants expressing interest in incorporat-
ing irchiver into their existing workflows, there is an opportunity
to expand its deployment. P4 anticipated that additional use cases

would emerge with extended usage, stating, “[I will] find it more

useful in the moment, being like ‘Oh, I wish I had this.”’ To gain
deeper insights into its long-term value and usage patterns, we
plan to conduct a naturalistic study to observe irchiver’s adoption
and impact over an extended period. Such a large-scale deployment
would also enable us to evaluate potential costs of irchiver, includ-
ing information overload and memory usage, which are influenced
by long-term, real-world usage.

7 CONCLUSION

This paper explored the value of treating information as a first-
class object and preserving dynamic representations of web pages
to support users in revisiting past online sensemaking tasks among
dynamic web content. We introduced irchiver, a cross-platform
system that automatically captures full-resolution screenshots of
everything users view in their web browsers, compresses and stores
them efficiently, and extracts and indexes on-screen text for easy
searching. Through our user study, we found that irchiver en-
hanced participants’ ability to revisit past sensemaking tasks. Specif-
ically, participants were able to re-find information more effectively,
restore mental models more completely, and reconstruct decision-
making processes with greater accuracy. Participants also reported
a boost in confidence during revisitation, attributed to irchiver’s
ability to preserve exactly what they saw during their original tasks.
Additionally, we presented design implications for personal web
archives to promote both information re-finding and mental model
restoration.
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