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ABSTRACT
We examine the relationship between eye gaze and typing, focusing
on the differences between touch and non-touch typists. To en-
able typing-based research, we created a 51-participant benchmark
dataset for user input across multiple tasks, including user input
data, screen recordings, webcam video of the participant’s face,
and eye tracking positions. There are patterns of eye movements
that differ between the two types of typists, representing glances
at the keyboard, which can be used to identify touch-.typed strokes
with 92% accuracy. Then, we relate eye gaze with cursor activity,
aligning both pointing and typing to eye gaze. One demonstra-
tive application of the work is in extending WebGazer, a real-time
web-browser-based webcam eye tracker. We show that incorporat-
ing typing behavior as a secondary signal improves eye tracking
accuracy by 16% for touch typists, and 8% for non-touch typists.
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1 INTRODUCTION
The relationship between typing and sight has long been studied.
Psychologists investigated the eye-hand span—how the eye leads
the hand when copying text on a typewriter [Butsch 1932]—and
hypothesized a “supply line” of information held in a buffer until
it can be typed [Logan 1983]. These past studies have shown how
our minds process information cognitively when typing. But less is
known about where a person is looking during typing—a measure
that is difficult to capture without a high-precision eye tracker.

To shed light on this topic, we start by preparing a dataset to
enable this investigation. We capture behavior from participants
in a lab study across multiple interaction tasks, including mouse
and keyboard input data, screen recordings, webcam video of the
participant’s face, and eye tracking positions. This dataset serves
as the foundation for the analyses in this paper, and allows other
researchers to replicate and compare against our work.

From the dataset, we compute the distance between eye gaze
and the caret location of 51 participants as they type. We assess
both the temporal and the spatial relationships between gaze and
key press as fundamental measures. There is a condition where
a person’s behavioral patterns are quite different—that between
touch typists and typists who look at the keyboard to see the key
being pressed, e.g., those with a “hunt and peck” typing strategy.

We investigate the patterns of eyemovements that differ between
the touch and non-touch typists. As expected, touch-typists are
looking at the text when pressing a key, but that instant is not the
most likely time they are looking at the typed character, which
comes a moment later. We explore how touch typists stay focused
on the line on the screen that the text is written on zeroing in on
the characters typed just after a key press, while non-touch typists
look straight down just before the key is pressed. Such patterns are
presented as aggregated means along with individual examples.

Then, we develop a classifier using a supervised learning algo-
rithm to automatically discern touch typists from non-touch typists.
The classification works without any special equipment or software,
by usingWebGazer, an open-source webcam-based eye tracker [Pa-
poutsaki et al. 2016]. This not only enables applications that are
targeted towards touch-typists, such as the “Flat-Glass” text input
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method [Findlater et al. 2011], but also allows the inverse applica-
tion: improving eye tracking using typing behavior. We show that
it is possible to use typing to help determine where a person is
looking on the screen. Webgazer currently uses mouse pointing
and clicking for this purpose, but adding typing as a cue for touch
typists leads to an eye tracking accuracy improvement of 16% for
touch-typists, and 8% for non-touch typists.

Our contributions are: 1) describing the temporal and spatial
relationship between gaze and caret during typing, 2) the automatic
identification of touch typists based on gaze behavior, 3) incorporat-
ing the gaze and typing relationship into an eye tracker to improve
its accuracy, and 4) the preparation and release of a 51-participant
dataset for studying the gaze-typing relationship.

2 RELATEDWORK
Eye tracking provides insights into visual attention and human
behavior. For example, eye tracking lab studies on Web browsing
are often used to investigate visual attention and its correlation
with user interactions [Atterer et al. 2006]. Most research on eye
tracking and user interactions has focused on cursor movements
rather than typing. We describe literature that shows a strong align-
ment between eye and hand coordination and the need for more
naturalistic datasets to better understand the different processes
that take place when typing.

2.1 Gaze and User Interactions
Past research has repeatedly found a correlation between gaze
and cursor, with the mouse having been characterized as the “poor
man’s eye tracker” [Cooke 2006]. Chen et al. [2001] investigated this
relationship in Web navigation and showed that the dwell time and
movement of the cursor is strongly linked to how likely it is that a
user will look at that region. InWeb search, Rodden et al. [2008] and
Guo and Agichtein [2010] found that the distance between cursor
and gaze positions was larger along the x-axis. Smith et al. [2000]
and Liebling and Dumais [2014] examined the temporal relationship
between hand and gaze relationship and showed that the eyes lead
the cursor most of the time. Weill-Tessier et al. [2016] were the first
to investigate this alignment in the context of tablets, finding that,
like on desktop computers, users fixate on the location of a tap
before it happens. Although our focus is on typing, analyzing our
dataset allowed us to uncover similar patterns on the relationship
of eye gaze, cursor movement, and clicks.

2.2 Gaze and Typing
The relationship between gaze and typing has captured the atten-
tion of researchers for almost a century, but it has largely focused
on copy-typing. Copy-typing is an artificial process of copying
by retyping which differs from the common everyday process of
producing original text, e.g., when writing an email or a report.
In one of the first publications on copy-typing with a typewriter,
Butsch [1932] investigated the “eye-hand span”, the number of char-
acters the eye is ahead of the hand, and the time interval that it
takes to type a character after seeing it. Inhoff et al. further ex-
plored copy-typing and, similar to Butsch, found that the eye is 5–7
characters ahead of the hand [Inhoff and Gordon 1997; Inhoff and
Wang 1992]. In their findings, they note that this time interval is

not consistently one second and independent of the typing speed.
Johansson et al. [2010] studied typing as a creative writing activity
and, using insights from a head-mounted eye tracker, divided par-
ticipants into two groups: “monitor gazers” and “keyboard gazers”,
who can be closely linked to touch and non-touch typists. Focusing
on the productivity of the different types of gazers, they found that
monitor gazers are faster and more productive typists. Wengelin
et al. [2009] discovered that some writers fixate on text produced
prior to the location of the cursor, perhaps to process or edit it.

Feit et al. [2016] observed behavioral differences across touch
typists and non-touch typists, such as in gaze location and finger
placement. Rabbitt [1978] observed that even proficient touch typ-
ists tend to look at the screen for error correction. Our approach
uses these distinctions to identify touch typists, plus allows us to
augment gaze estimators when the user behavior allows it.

This repeatedly-observed coordination of eye and hand has been
harnessed to infer the gaze. For example, PACE [Huang et al. 2016]
is an offline eye tracker that combined mouse and keyboard inter-
actions to predict the gaze with an accuracy of 2.56� in visual angle,
after being trained on more than 1000 interactions. Similarly, We-
bGazer [Papoutsaki et al. 2016] uses cursor movements and clicks
to infer the gaze in real time, achieving an accuracy of 4.17�. In
this paper, we extend WebGazer and demonstrate how typing can
improve its accuracy, especially when recognizing the differences
across touch and non-touch typists.

2.3 Remotely Gathering Eyetracking Datasets
The webcam eye tracking community has focused on gathering
large datasets for offline trainingwithmachine learning. Lebreton et
al. [2015] used Amazon Mechanical Turk to crowdsource a webcam
eye tracking calibration dataset consisting of more than 200 par-
ticipants. The experiment sent telemetry to a remote webserver to
perform the eyetracking computation. TurkerGaze [Xu et al. 2015]
similarly released a game on Amazon Mechanical Turk to gather
data that were used to predict image saliency. Krafka et al. [2016]
developed an iOS app to crowdsource GazeCapture, a dataset of
2.5M frames from 1450 participants. They used it to perform eye
tracking on iPhones and iPads. Unlike our dataset, none of these
works includes naturalistic tasks, and typing is absent. For example,
GazeCapture consists of frames collected only when participants
looked at a stimulus on the screen.

3 DATASET
We created an eye tracking dataset to enable replication of our
study and to enable new research. The dataset is publicly avail-
able at https://webgazer.cs.brown.edu/data. Our focus in this
paper is on the typing behavior exhibited in the dataset, and its
applications to webcam eye tracking, but researchers with other in-
terests may find this dataset useful as it contains data from a diverse
set of tasks. For the eye tracking community, this dataset provides
a curated benchmark that includes videos of 51 users, interaction
logs, and gaze predictions by a commercial eye tracker.

3.1 Experiment Design
Over the span of three weeks, we recruited participants to com-
plete a series of browser-based tasks: two calibration, one pointing
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